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Corporate Social Responsibility (CSR) is the responsibility of corporates for their impact on 

society. The Companies Act, 2013 mandated companies to spend 2% of their profits on CSR 

activities. CSR activities are influenced by several factors like size of company, type of 

industry and nature of ownership among other things. The present study is conducted to 

analyse the effect of size of the company on CSR practices. Data of 36 companies for three 

years from 2014-15 to 2017-18 are collected from the annual reports. The analysis is made 

with SPSS and hypotheses are tested by using one-way ANOVA and chi-square. The study 

found that the size of the company has no impact on the amount of CSR spending, 

implementation strategy or type of CSR activities. The study also found that CSR spending 

has increased over the years, though all the companies are not fully complying. 
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Corporate social responsibility, size of 
the company, CSR activities, CSR 
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1. Introduction

Indian business houses have a very long tradition of

philanthropy as a sign of social commitment and as part of 

thanks giving for using societal resources. It was in the form of 

providing money or goods or developing infrastructure. The 

Companies Act, 2013 made it mandatory for companies to 

spend on CSR activities from 2014-15 onwards. 

Corporate Social Responsibility (CSR) is “the commitment 

of business to contribute to sustainable economic development, 

working with employees, their families, the local community and 

society at large to improve their quality of life.” 

CSR spending was made mandatory for companies in 

India. Under Section 135 of The Companies Act 2013, every 

company having a net worth of Rs.500 crores or more, or a 

turnover of Rs.1000 crores or more, or net profit of Rs.5 crores 

or more during any financial year has to spend at least 2% of 

its average net profits made during the three immediately 

preceding financial years on CSR activities. 

Companies can do the CSR activities mentioned in 

Schedule VII of the Act. It includes hunger and poverty 

eradication, education, health, sports, environment, skill 

development, infrastructure development, disaster relief and so 

on. These activities can be done under the scrutiny of the CSR 

committee formed specifically for the purpose through setting 

up foundations or through tie-ups with governmental and non-

governmental organisations. The paper looks into the CSR 

practices of companies such as how far the new rule is 

followed, how the implementation is carried on and which are 

the CSR activities undertaken. 

2. Review of Literature

Sharma and Mani (2013) studied the CSR practices of

banks prior to the mandatory CSR rule and found that the 

highest contribution is done by public sector banks while the 

lowest contribution is by the foreign banks.  

Rai and Bansal (2014) studied the CSR activities 

undertaken by top 200 companies and found that companies 

are doing their CSR activities in the areas where they affect 

negatively. Companies which pollute environment spends more 

on environment. Top companies set up own foundations/trusts 

rather than depending on implementing agencies. Community 

development, education and health are the major areas of CSR 

spending by companies.  

Shah (2018) stated CSR activities undertaken in different 

countries are in accordance with their prevailing socio-

economic conditions. Companies in European countries which 

have excellent social security systems focussed their CSR 

activities on sustainability and environment protection. Chinese 

companies are focussing on environmental protection and 

reduction of pollution as their CSR activities. Companies in 

capitalist country like USA donate billions of dollars for 

charitable and philanthropic activities every year mostly 

through their own foundations.  Companies in Latin American 

countries like Argentina, Venezuela and Uruguay concentrated 

their CSR activities in the areas of poverty reduction and 

environment protection. 

The Economic Times (March 22, 2018) reported that the 

CSR spending of Indian corporates have increased 14 percent 

in 2016-17 from the earlier year, and 74% of the eligible 

companies are using NGOs for implementing CSR activities. 

3. Statement of the Problem

The Companies Act made CSR spending mandatory.

Before the rule also, the companies were making voluntary 

charitable activities. After the passing of the Act, there is an 

increase in the spending on CSR activities. The large 

companies having huge financial resources may be spending 

more than medium and small companies. They can afford 

creation of own foundations. There may not be much difference 

in the type of CSR activities of large companies. Some 

companies do the CSR activities through own employees and 

foundations. Others prefer tie-ups with governmental and non-

governmental organisations. Companies do CSR activities in 
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various sectors like health, environment, infrastructure 

development, education, skill development and so on.  

There is a need to know whether there is any relation 

between CSR practices and size of company. Size of the 

company may have an impact on the amount of spending, 

implementation strategy and type of activities.  

4. Objective of the study

To study whether there is an impact of size of company on

CSR practices of large, medium and small companies. 

5. Hypothesis of the study

There is no significant difference in the CSR practices of

large, medium and small companies. 

6. Methodology of the study

The study uses secondary data. It requires information

relating to CSR practices of large, medium and small 

companies. This information is collected from the business 

responsibility reports and annual reports published by the 

companies. 

6.1. Units of Study 

Purposive sampling method is adopted for the study. 

Thirty-six NSE listed companies are selected for the study, ie., 

twelve each from large, medium and small companies. 

Companies with a market cap of Rs 100,000 crores or more 

are treated as large cap companies, with a market cap 

between Rs 50,000 crores and 100,000 crores as mid cap 

companies and those less than Rs 50,000 crores market cap 

as small cap companies.  

6.2. Tools of Analysis 

The data analysis is done with SPSS and hypotheses are 

tested by using one-way ANOVA and chi-square. One-way 

ANOVA is done to analyse whether there is any significant 

relationship between CSR spending and size of company. Chi 

square test is done to analyse the association between size of 

company and CSR implementation strategy. It is also done to 

know whether there is association between size of company 

and CSR activities done by them. 

7. Limitation of the Study

The information is collected from the annual reports and

business responsibility reports of companies. No further 

verification on the accuracy of data is done. Only three years 

data are used for the study. 

8. Analysis of Data

Analysis 1: CSR Spending of Companies after the 

mandatory law 

CSR spending was made mandatory from 2014-15. The 

companies have to spend 2% of their profits on CSR activities. 

The study is done to analyse whether the companies are 

following the mandatory rule and whether there is any 

difference in their spending on the basis of size of company. 

One-way ANOVA is done to analyse whether there is any 

difference in spending on the basis of size of company. Table 1 

shows the CSR spending of large, medium and small 

companies. 

Table - 1 

CSR Spending of Companies (in %) 

2017 2016 2015 

L M S L M S L M S 

3.51 2.00 2.33 1.72 N.A 2.07 1.27 2.01 2.23 

0.05 2.00 4.24 0.57 2.00 4.00 0.59 0.99 2.37 

2.04 2.00 2.05 2.00 1.35 N.A 2.10 0.76 2.06 

2.01 2.00 2.00 1.58 2.02 2.00 1.97 2.01 2.00 

2.00 2.02 1.69 2.01 2.04 1.14 2.87 2.60 1.00 

2.04 2.41 2.60 2.36 2.23 2.66 1.44 0.11 2.00 

2.01 2.34 1.01 2.02 2.01 0.67 2.00 2.02 0 

2.00 2.42 2.01 2.40 2.04 1.77 1.49 2.72 2.00 

2.43 2.02 2.01 3.62 2.07 1.49 1.45 1.96 0.72 

1.96 3.35 2.00 1.41 2.35 2.00 1.50 2.83 2.00 

2.13 2.05 2.00 2.34 2.27 1.36 2.85 3.45 1.39 

1.70 2.01 1.33 1.64 1.67 0.90 1.53 1.27 0.54 

1.99* 2.22* 2.11* 1.97* 2.00* 1.82* 1.76* 1.89* 1.66* 

F(2,33)=.345 F(2,31)=.212 F(2,32)=.261 

p value=.711 p value=.810 p value=.772 

 Source: Annual reports of companies 

* means average.

Note 1: L, M and S stands for Large, Medium and Small companies

Note 2: Idea Cellular Ltd. did not do any CSR activities in 2015. Adani Ports and Ashok Leyland had negative net profits in

2016. So, they are not required to do mandatory CSR in 2016.

Table 1 shows that CSR spending has increased over the 

years, though all the companies are not fully complying even in 

the third year of implementation of the CSR rule. In 2015, 18 

companies complied with the rule, which increased to 21 

companies in 2016 and further increased to 30 companies. The 

average CSR spending of large, medium and small companies 
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were found out and there is a difference in their spending. To 

test whether the difference is statistically significant or not, one-

way ANOVA is done taking the null hypothesis that: 

H0: There is no difference in CSR spending of large, 

medium and small companies. 

It was found that the result was not statistically significant. 

Hence, it can be concluded that size of company does not 

influence CSR spending.  

Analysis 2: CSR Implementation Strategies of Companies 

The Companies Act, 2013 states that companies can 

undertake CSR activities through a registered trust/foundation 

established by the company or through tie-ups with 

governmental and non-governmental organisations. They can 

also do the CSR activities using their own personnel. Table 2 

shows the CSR implementation strategies adopted by large, 

medium and small companies. 

Table - 2 

CSR Implementation Strategy 

Size of 

company 

2017 2016 2015 

Foundation, 

Direct, Employee 

Implementing 

Agency 

Foundatio

n, Direct, 

Employee 

Implemen

ting 

Agency 

Foundation, 

Direct, 

Employee 

Implementi

ng Agency 

Large 12 12 12 10 12 10 

Medium 12 12 12 12 12 12 

Small 9 11 9 11 9 10 

Test 

chi square=0.141 chi square=0.382 chi square=0.219 

p=0.932 p=0.826 p=0.896 

 Source: Annual reports of companies 

Table 2 shows the CSR implementation strategies of large, 

medium and small companies. Majority of the companies use a 

combination of their own foundation and tie-ups with 

governmental or non-governmental organisations. To analyse 

whether size of company affects CSR implementation 

strategies, chi-square test was done. It was found that there is 

no relationship between size of company and implementation 

strategy. The result was not statistically significant and it can 

be concluded that size of company does not influence CSR 

implementation strategy.  

Analysis 3: Type of CSR activities 

Section 135 of The Companies Act specifies the areas 

where CSR spending can be done by companies. The major 

CSR spending areas include education, environment, rural 

development, hunger and poverty eradication, health, skill 

enhancement, gender equality and women empowerment. 

Table 3 shows the type of CSR activities carried on by large, 

medium and small companies. 

Table - 3 

Sector-wise CSR interventions 

CSR Activities 

2017 2016 2015 

L M S L M S L M S 

Education 17 16 14 15 16 17 16 17 14 

Health 12 10 12 12 9 13 9 9 13 

Environment 11 13 9 13 10 10 14 13 11 

Rural development 7 6 6 7 6 6 5 5 5 

Gender equality 5 7 9 5 8 6 7 7 6 

52 52 50 52 49 52 51 51 49 

chi square 2.47 2.175 1.768 

p value 0.963 0.975 0.987 

Source: Annual reports of companies 

Note: L, M and S stands for Large, Medium and Small companies 

Table 5 shows the major CSR spending areas of large, 

medium and small companies. It was found that education is 

the most preferred CSR activity of all the companies. To 

analyze whether there is any relationship between size of 

company and CSR activities, chi-square test was done. It was 

found that there is no relationship between size of company 

and type of CSR activity. The result was not statistically 

significant and it can be concluded that size of company does 

not influence type of CSR activity. 

9. Findings

 The CSR spending of companies has increased over

the years though all the companies are not spending

the mandatory 2% even in the third year of 

implementation of the CSR rule. There is no 

significant difference in CSR spending of large, 

medium and small companies. 

 Companies do their CSR activities through own

foundations, using own personnel and tie-ups with

governmental and non-governmental organisations.

There is no difference in the CSR strategies adopted

by large, medium and small companies.

 The major CSR spending sector of companies is

education, followed by health and environment. There
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is no significant difference in the type of CSR activities 

undertaken by large, medium and small companies. 

 The difference in CSR spending, implementation

strategies and sectors of spending of large, medium

and small companies are tested using chi-square test

and one-way ANOVA and found that the size of

company does not influence CSR practices.

10. Conclusion

The present study is conducted to know whether size of

company influence CSR practices. It was found that CSR 

spending have increased from the earlier years of 

implementation, but even in the third year of implementation of 

mandatory CSR rule, all companies are not fully complying.  

There is no significant difference in the CSR practices of large, 

medium and small companies. That is, the size of company 

does not influence CSR practices. 
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Appendix 

List of Companies 

Sl. No. Name of the Company Market capitalisation (Rs in crores) 

Large cap companies 

1 Asian Paints Ltd. 123,396.00 

2 Bharti Airtel Ltd. 154,539.49 

3 Hindustan Unilever Ltd. 325,566.77 

4 Infosys Ltd. 257,890.81 

5 I T C Ltd. 346,174.83 

6 Larsen & Toubro Ltd. 194,452.99 

7 Mahindra & Mahindra Ltd. 108,045.86 

8 Maruti Suzuki India Ltd. 264,329.11 

9 NTPC Ltd. 138,070.30 

10 Oil & Natural Gas Corporation Ltd. 240,623.16 

11 Reliance Industries Ltd. 626,736.66 

12 Tata Consultancy Services Ltd. 661,759.65 

Mid cap companies 

1 Adani Ports and Special Economic Zone Ltd. 85,468.18 

2 Bajaj Auto Ltd. 81,469.84 

3 Bosch Ltd. 56,945.60 

4 Dabur India Ltd. 64,550.92 

5 Godrej Consumer Products Ltd. 73,529.08 

6 Hero MotoCorp Ltd. 72,261.60 

7 JSW Steel Ltd. 78,257.51 

8 Pidilite Industries Ltd. 56,019.10 

9 Shree Cement Ltd. 56,461.39 

10 Tata Steel Ltd. 73,120.15 

11 Tech Mahindra Ltd. 65,303.83 

12 Titan Company Ltd. 84,876.80 

Small cap companies 

1 ACC Ltd. 27,623.51 

2 Ambuja Cements Ltd. 43,118.29 

3 Ashok Leyland Ltd. 47,375.18 

4 Cadila Healthcare Ltd. 40,274.03 

5 Cipla Ltd. 46,189.69 

6 Hindustan Petroleum Corporation Ltd. 48,571.85 

7 Idea Cellular Ltd. 22,429.21 

8 Marico Ltd. 40,010.34 

9 Oracle Financial Services Software Ltd. 35,176.86 

10 Procter & Gamble Hygiene & HealthCare Ltd. 29,865.18 

11 Siemens Ltd. 36,951.04 

12 Sun TV Network Ltd. 34,226.25 
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ABSTRACT 

As part of their responsibility to the society, companies engage in activities that benefit 

employees, suppliers, customers and society at large. These activities reduce the present value of 

the cash flows generated by the firm and thus reduce the return available to the shareholders. 

However, these activities may give better image to the company in the society and the firm value 

may be increased. Further, by virtue of the good image, the company may be able to record a 

better performance. In this study, it is tried to establish a relation between CSR spending and 

firm performance. It is also examined whether there is any difference in the quantum of CSR 

spending by companies of different sectors. The study is conducted with reference to thirty 

companies listed on the National Stock Exchange. The study found that there is no significant 

relation between CSR spending and firm performance. It also found that there is no difference in 

the quantum of spending on CSR activities by consumer goods, industrial goods and service 

sector companies. 

Keywords: CSR, Firm Performance, ROE, ROA, ROS. 

INTRODUCTION: 

Corporate Social Responsibility is the responsibility of business towards various stakeholders. It is defined as 

achieving commercial success in ways that honour ethical values and respect people, communities, and the 

natural environment. The CSR activities may give better image to the company in the society. However, these 

activities may reduce the present value of the cash flows generated by the firm. Paine (2002) states that 

companies should engage in activities that benefit employees, suppliers, customers and society at large, even if 

those activities reduce the present value of the cashflows generated by a firm. 

In India, it is mandatory to spend a certain percentage of the profit of the company for CSR activities. Under 

section 135 of The Companies Act 2013, every company having a net worth of Rs.500 crores or more, or a 

turnover of Rs.1000 crores or more, or net profit of Rs.5 crores or more during any financial year has to spend at 

least 2% of its average net profit made during the three immediately preceding financial years on CSR activities. 

A company spending on CSR will have good image and reputation, better financial performance, increased 

sales and customer loyalty, increased ability to attract and retain employees, reduced government interference, 

easier access to capital and so on. Different companies follow different CSR practices. The present study is 

conducted for examining whether CSR spending leads to better financial performance. A comparison of CSR 

spending of various sectors is also done. 

STATEMENT OF THE PROBLEM: 

Corporates all over the world are spending for social and community causes voluntarily. In India also even 

before the CSR spending made mandatory, companies have been undertaking several social projects for the 

benefit of the community as a whole. When the CSR spending was made mandatory even there were 

discontent among many corporates as they were spending more than what is specified as the statutory 

http://dx.doi.org/10.18843/ijms/v6i1(4)/12
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minimum. However, at the same time there are corporates who earnestly believe that social spending is a 

breach of contract with the shareholders and the primary objective of a corporation is to increase the return to 

the shareholders.  

The companies which spend more on CSR activities may have better acceptance from all stakeholders which 

ultimately may lead to better firm performance. Previous research has yielded mixed results regarding the 

relationship between CSR and financial performance of firm. Wright and Ferris (1997) identified a negative 

relationship; Posnikoff (1977) reported a positive relationship, while Siew, Ivo and Paul (1999) found no 

relationship between CSR and financial performance. One of the major factors that influence the CSR spending 

is the type of industry. The quantum of CSR spending by consumer goods companies, industrial goods 

companies and services may vary.  

REVIEW OF LITERATURE: 

Cornell and Shapiro (1987) found that firms with an image of high CSR may find that they have more low-cost 

implicit claims than other firms and thus have higher financial performance.  

Stanwick and Stanwick (1998) examined 125 firms to study the relationship between corporate social 

performance and the three variables, viz., financial performance, environmental performance and organizational 

size. It was found that corporate social performance has a positive relationship with profitability and firm size, 

and an inverse relationship with the pollution created by the firm.  

Amrousy, Gavious and Yosef (2012) studied whether the adoption of CSR influence the financial performance of 

companies by taking 78 listed firms in Israel. Financial performance was measured using the variables ROA and 

ROE. It was found that there is no significant difference in financial performance of CSR firms and non-CSR firms. 

Flammer (2013) views CSR as a valuable resource for the company and argue that it leads to superior financial 

performance. 

Kanwal et al. (2013) found that there is a considerable positive relationship between the CSR and financial 

performance of the firm, and firms spending on CSR not only benefits from continuous long-term sustainable 

development but also enjoy enhanced financial performance.  

Kapoor (2014) in his study of India’s top 100 companies in fifteen sectors found that cement, metal and FMCG 

companies have disclosed CSR initiatives undertaken better than other industry sectors. 

Musau (2015) found that there is significant improvement on the performance of banks, improvement in bank 

profitability, customer satisfaction, customer retention and improved service delivery after the introduction of 

CSR in the financial sector.  

OBJECTIVE OF THE STUDY: 

The objectives of the study are: 

1. To examine whether there is any relationship between CSR spending and firm performance.

2. To examine whether there is any difference in CSR spending of consumer goods, industrial goods and

service sector companies.

HYPOTHESES OF THE STUDY: 

1. There is no relationship between CSR spending of companies and firm performance.

2. There is no difference in CSR spending of consumer goods, industrial goods and service sector companies.

METHODOLOGY OF THE STUDY: 

The study is conducted with secondary data. Data were collected from annual reports and business 

responsibility reports. For the purpose of the study, thirty companies listed on the National Stock Exchange are 

selected, ie., ten each from consumer goods, industrial goods and service sector. 

In this study, accounting measures are used to investigate the relationship between CSR and firm performance. 

For measuring corporate performance, three variables have been used, viz., Return on Equity (ROE), Return on 

Assets (ROA) and Return on Sales (ROS). 

Corporate performance and CSR spending of financial years 2015, 2016 and 2017 were used for the study. The 

data analysis is done in SPSS and the hypotheses are tested by using correlation and one-way ANOVA.  
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LIMITATIONS OF THE STUDY: 

 The CSR spending of companies are studied only on the basis of published data. Further verification on the

accuracy of data is not done.

 Since CSR spending is mandatory from 2014-15, and the data are available only for that period the study is

conducted using data for three years only.

Analysis 1: Relation between CSR spending and firm performance 

Firm performance is measured by three variables, viz., Return on Equity (ROE), Return on Assets (ROA) and 

Return on Sales (ROS). These variables were calculated using data from annual reports. CSR spending is taken 

as a percentage of its average net profit made during the three immediately preceding financial years. 

Correlation is done to test whether there is any relationship between CSR spending and firm performance. The 

results are given in tables1, 2 and 3 respectively for consumer goods, industrial goods and services sectors. 

Table 1: Correlation between CSR spending and Firm Performance of Consumer Goods Companies 

Particulars 2015 2016 2017 

CSR and ROE -0.2176 -0.3032 -0.1113

CSR and ROA -0.1833 -0.5257 -0.102

CSR and ROS 0.3906 -0.0701 -0.1657

     Source: Computed  * significant at 5% p value 

Table 2: Correlation between CSR spending and Firm Performance of Industrial Goods Companies 

Particulars 2015 2016 2017 

CSR and ROE -0.6148 -0.5909 -0.9012*

CSR and ROA -0.431 -0.5813 -0.7911*

CSR and ROS 0.2238 0.1433 0.0494 

     Source: Computed  * significant at 5% p value 

Table 3: Correlation between CSR spending and Firm Performance of Service sector 

Particulars 2015 2016 2017 

CSR and ROE -0.4422 -0.2045 -0.083

CSR and ROA -0.5416 -0.4464 -0.2975

CSR and ROS -0.7026* -0.6506* -0.6063

      Source: Computed * significant at 5% p value

It is found that CSR is negatively related to ROE, ROA and ROS in the case of consumer goods companies and 

service sector companies. In the case of industrial goods companies CSR is positively related to ROS. 

The negative relationship of CSR spending with ROE and ROA implies that investors are not bothered about 

CSR spending or are against it. The positive correlation between CSR spending and ROS in the case of 

industrial goods may be due to the fact that the companies while purchasing industrial goods may give more 

preference to CSR driven companies than non-CSR companies.  

Analysis 2: CSR Spending of Companies 

The Companies Act, 2013 makes it obligatory for companies to spend at least 2% of its average net profit made 

during the three immediately preceding financial years on CSR activities. The sector to which the company 

belong to may have an influence on the amount of spending. Accordingly, CSR spending of the 30 selected 

companies classified into three sectors, namely, consumer goods (CG), industrial goods (IG) and service sector 

(S) are presented in table 4.

Table 4: CSR Spending of Companies (in percentage) 

2015 2016 2017 

CG IG S CG IG S CG IG S 

C1 1.27 2.23 1.8 2.04 2.07 1.64 3.51 2.33 1.05 
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2015 2016 2017 

CG IG S CG IG S CG IG S 

C2 2 2.37 1.68 2.00 4.00 2.45 2.00 4.00 2.02 

C3 2.02 0.41 0.16 2.02 0.63 0.20 2.02 0.78 0.63 

C4 2.01 0.89 1.97 2.02 1.70 1.58 2.00 1.14 2.01 

C5 2.6 1.02 0.72 2.04 1.71 1.49 2.02 1.49 2.01 

C6 2.10 1.21 0.54 2.00 2.30 0.90 2.04 2.26 1.33 

C7 2.87 0.78 1.53 2.01 0.74 1.64 2.00 0.56 1.70 

C8 2 2.19 3.54 1.77 3.36 2.27 2.01 3.43 2.05 

C9 2 1.45 2.07 2.00 3.62 2.05 2.00 2.43 2.90 

C10 2.85 2.83 1.74 2.34 2.35 2.06 2.13 3.35 2.14 

Avg 2.17* 1.54* 1.58* 2.02* 2.25* 1.63* 2.17* 2.18* 1.78* 

F (2, 27) = 2.116 F (2, 27) = 1.671 F(2,27) = .758 

p value = .140 p value= .207 p value= .478 

   Source: Annual reports of companies 

* means average.

CG means Consumer Goods, IG means Industrial Goods and S means Services. 

Table 4 shows that there is an increasing trend in CSR spending of companies across sectors though all 

corporates are not spending the required amount even in the third year of implementation of the CSR rules. In the 

year 2017, all the companies in the consumer goods sector complied to the CSR rule. t is found that there is 

difference in the average CSR spending of consumer goods companies, industrial goods companies and services. 

On an average the consumer goods sector satisfies the mandatory limit in all the years. To test whether the 

difference is statistically significant or not one-way ANOVA is done taking the null hypothesis that: H0: There is 

no difference in CSR spending of consumer goods companies, industrial goods companies and services. 

It was found that the result was not statistically significant. Hence, it can be concluded that type of industry 

does not influence CSR spending.  

Chart1: CSR Spending of Companies 

CG means Consumer Goods, IG means Industrial Goods and S means Services. 

Chart 1 shows the average CSR spending of consumer goods companies, industrial goods companies and 

services for the three years 2015, 2016 and 2017. There is an increase in the spending of consumer goods and 

services while there is a slight decrease in the case of services. 

FINDINGS: 

 There is no relationship between CSR spending and corporate performance.

 There is no association between CSR spending and type of industry.

CONCLUSION: 

The present study is conducted to know whether there is relationship between CSR spending and corporate 

performance and whether type of industry influence quantum of CSR spending. 

0

0.5

1

1.5

2

2.5

2015 2016 2017

CG IG S



International Journal of Management Studies        ISSN(Print) 2249-0302 ISSN (Online)2231-2528 
http://www.researchersworld.com/ijms/ 

Vol.–VI, Issue –1(4), January 2019 [108] 

The study found that there is no significant relation between CSR spending and firm performance. It is also 

found that there is no significant difference in the CSR spending of consumer goods companies, industrial 

goods companies and services. That is, the type of industry does not influence CSR spending. 
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Consumer goods Industrial goods Services 

Asian Paints Ltd. ACC Ltd. Bharti Infratel Ltd. 
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Cipla Ltd. Bharat Electronics Ltd. HCL Technologies Ltd. 

Colgate Palmolive Ltd. BPCL Infosys Ltd. 

Dabur India Ltd. Cummins India Ltd. Oracle Ltd. 

Godrej Ltd. GAIL (India) Ltd. Sun TV Ltd. 

ITC Ltd. Hindustan Zinc Ltd. TCS Ltd. 

Marico Ltd. NHPC Ltd. Tech Mahindra Ltd. 

P & G Ltd. NTPC Ltd. Wipro Ltd. 

Reliance Industries Ltd. Tata Steel Ltd. Zee Entertainment Ltd. 
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Abstract

Spending on Corporate Social Responsibility (CSR) has been made mandatory, for

companies, from the financial year 2014-15, in India. The Companies Act, 2013 has made it

obligatory, for companies, to undertake CSR activities and to spend at least two percent of

the average profits on CSR. The study was conducted, to know whether there was difference

in CSR practices, between public sector and private sector companies. Spending on CSR

activities, by the two groups, was compared. The number of independent and woman director

in the CSR Committee and number of committee meetings, were studied. T-test and chi-

square test were conducted and the results were found not significant. There was no difference

in the CSR practices of public sector and private sector companies, i.e., ownership did not

affect the CSR practices.
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1. Introduction

Corporate Social Responsibility (CSR)
was considered as philanthropy in the early
stages. Carroll (1991) defined that corporate
social responsibility involves the conduct of a
business so that it is economically profitable, law
abiding, ethical and socially supportive. To be
socially responsible means that profitability and
obedience to the law are foremost conditions
while discussing the firm’s ethics and the extent
to which it supports the society in which it exists,
with contributions of money, time and talent. The
Corporate Social Responsibility is considered as
the continuing commitment, by business, to
behave ethically and contribute to economic
development while improving the quality of life
of the workforce and their families as well as of
the local community and society at large (World
Business Council of Sustainable
Development, 2006). The importance of CSR
emerged significantly, in the last few years, with
the introduction of CSR Rules in the Indian
Companies Act, 2013. Under section 135 of the
Act, “every company, having a net worth of
Rs.500 crores or more, or a turnover of Rs.1000
crores or more, or net profit of Rs. five crores
or more, during any financial year, has to spend
at least two percent of its average net profit
made during the three immediately preceding
financial years, on CSR activities”. There are
contradictory views as to the relevance of
compulsory spending on CSR. Carroll (1991)
is of the view that corporations have a social
responsibility beyond pure profit whereas
Friedman (1970) was against the CSR
principle, stating that the social responsibility of
business is to increase its profits. The present
study considers various aspects, related to CSR
spending, such as amount of spending, activities
undertaken and the CSR Committee.

2. Review of Literature

Melo (2009) found that corporate social
responsibility has a long term impact on
corporate performance and brand value.

Sharma and Mani (2013) found that Indian
banks are not undertaking much CSR activities.
The public sector banks contribute more than
private sector and foreign banks. Jain and Jain
(2014) compared the views of employees of
private sector and public-sector companies,
regarding the various dimensions of CSR
practices like environmental policies, societal
policies, company values, human resource
policies and market policies and found that
employees want their companies to be socially
responsible. CSR activities make the companies
more sustainable in the long run. Rai and Bansal
(2014) found that public companies spend more
on CSR than private sector  companies.
Domestic firms spend more on CSR than foreign
firms. There is a positive correlation between
CSR and profit and the probability of higher
spending on CSR increases as the firm becomes
bigger. Das and Pramanik (2015) analysed the
social responsibility disclosure practices of
manufacturing companies, using social disclosure
checklist, containing 49 items of social
information and found that social information
items, disclosed in annual reports, were mostly
non-financial and descriptive in nature. Pirzad
and Naderi (2015) examined the relationship
between the determinants of CSR and corporate
financial performance of listed companies, in
Iran and found that only one of the CSR aspects,
viz., community involvement, was positively
related to the financial performance. KPMG
in India’s Reporting Survey (2016) found
that CSR spending of PSU companies had gone
up by 12% and that of non-PSU companies, had
gone by 15% in 2016. In the sector wise focus
of CSR spending, 90% of the companies have
projects in the area of education and health,
followed by environment and rural development.
Sehar, et al., (2017) examined the relationship
between CSR disclosure and its determinants
of listed companies in FMCG sector, in Malaysia,
by using CSR index and regression analysis and
found that profits and independent directors did
have significant influence on CSR disclosure.
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3. Statement of the Problem

The Corporate Social Responsibility Rule,
in the Companies Act, 2013, is to be followed by
the companies, from the financial year 2014-15
onwards. Companies should have a CSR policy
and should constitute a CSR Committee. CSR
activities are to be disclosed, in the companies’
annual report, in the format given in the Act. As
there are structural differences between private
sector and public sector companies as far as
ownership is concerned, the CSR practices of
these companies also may be different. Both
public sector companies and private sector
companies are spending on CSR activities. There
may be difference in spending due to the structural
differences in the ownership pattern. The public
sector companies are more oriented to service
rather than profit as compared to private sector
companies. This orientation may affect the CSR
practices also. Companies have to constitute a
CSR Committee, with at least three independent
directors. The CSR Committee should meet
regularly to discuss CSR activities.

4. Need of the Study

Corporate Social Responsibility has, for the
first time, been legally recognized in India.
According to the provisions of the Companies Act,
2013, a company is required to spend 2% of
average net profit, made during the three
immediately preceding financial years on CSR.
Before the introduction of mandatory provision for
CSR in the Companies Act, many corporates in
India contributed to CSR activities voluntarily and
all companies followed different CSR strategies.
This study is an effort to analyse the CSR practices
of selected manufacturing companies.

5. Objective of the Study

The objective of the study was to find out,
whether there was any difference in Corporate
Social Responsibility practices of public sector
and private sector companies, with regard to
amount of spending, committees and the CSR
activities.

6. Hypothesis of the Study

NH-1: There is no significant difference
between the Corporate Social Responsibility
practices of private sector and public-sector
companies.

7. Methodology of the Study

7.1 Sample Selection

In this study, purposive sampling method
was adopted. Twenty manufacturing companies
were selected for the study, i.e., ten each from
the public sector and the private sector. The
manufacturing companies included textiles,
telecommunication equipment, cement,
automotive, chemicals, computer hardware, and
agro-foods etc.

7.2 Sources of Data

The study required information, relating
to Corporate Social Responsibility spending,
committee and practices. This information was
collected from the websites of companies and
annual reports, published by the companies.

7.3 Period of the Study

One-year data (financial year 2015-16)
were used, for studying Corporate Social
Responsibility practices of private sector and
public sector companies.

7.4 Tools used for the Study

T-test and Chi-square test were used in
the study.  T-test was used, for studying the
Corporate Social Responsibility spending,
number of members in the CSR committee,
number of independent directors in the CSR
committee and number of CSR committee
meetings, held in a year, by public and private
sector companies. Chi-square test was used for
studying the number of women directors, in the
public and private sector companies.

8. Data Analysis

In India, the Companies Act, 2013 made
it obligatory, for eligible companies, to spend at
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least two percent of its average net profit, on
CSR activities. The CSR spending of the
selected sample private and public sector
companies, is given in Table-1. The descriptive
statistics of CSR spending indicated that the
spending of public sector (2.12%) was little less
than that of the private sector (2.27%)
manufacturing companies. However, the
difference was not statistically significant (t =
0.43013, p = .672209) (Table-2). Companies
undertake CSR activities, in the areas of
education, health, environment, rural
development, hunger and poverty eradication,
infrastructure development, sports, livelihood and
financial inclusion, skill development, disaster
relief and so on. The focus area of each
company may be different. Both public sector
and private sector companies are contributing
towards CSR activities. Various CSR activities,
undertaken by the sample companies, are
presented in Table-3. The major activities of
CSR spending are education and health, followed
by environment. The spending pattern of the
companies, under both sectors, is almost the
same. The selected companies did not involve
themselves in the areas of financial inclusion,
sustainability and disaster relief.

The Companies Act, 2013, made it
mandatory that the companies must constitute
a Corporate Social Responsibility Committee.
This Committee has to formulate and suggest
the CSR policy, to the Board of Directors, decide
on the CSR activities to be undertaken and
regularly monitor the CSR policy. There should
be at least three directors, in the CSR
Committee. The number of meetings of the
Committee or the number of members in the
Committee, is not a criterion to decide the
efficiency of CSR implementation, but these
disclosures are important from the angle of
accountability and transparency. The disclosures,
regarding the number of members in the CSR
Committee, are given in Table-4. The descriptive
statistics shows that the average number of

members, in the CSR Committee, is higher in
public sector companies (5.4) than that of private
sector companies (4.6). However, the difference
is not statistically significant (t= -1.97279,
p=.06408) (Table-5). As per the Companies Act,
there should be at least three directors in the CSR
Committee in which at least one director shall be
an Independent Director. Table-6 shows the
number of independent directors in the CSR
Committee of selected sample companies. The
descriptive statistics of independent directors, in
the CSR Committee, is given in Table-7. All the
companies have equal to or more than the
prescribed number (which is one Independent
Director) in the CSR Committee, which is a
positive sign. The average number of independent
directors was two, for both private sector and public
sector companies. Thus there is no difference (t=0,
p=1). This Section analyses the number of women
members in the CSR Committee. The law does
not make the presence of women directors,
mandatory. Table-8 depicts the presence of
women directors in the CSR Committee. Presence
of women directors was low, in both public sector
and private sector companies. The private sector
was better than public sector in this regard. The
difference is not statistically significant (chi-
square=0.9524, p=.329114).

The CSR law is silent with regard to the
number of meetings of CSR Committee, in a
year. It depends on the requirement of the
company. Table-9 shows the number of CSR
committee meetings, held in a year. The
descriptive statistics shows that the average
number of meetings, held in a year, was higher
in private sector companies (2.8) than that of
public sector companies (2.2). However, the
difference is not statistically significant
(t=0.06422, p=.949587) (Table-10).  On the
basis of the results, the null hypothesis, NH-1:
There is no significant difference in the CSR
practices of private sector and public sector
companies, is accepted.
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9. Findings of the Study

There is no significant difference in the spending
on Corporate Social Responsibility, under both public
and private sector companies. There was no
difference in the CSR activities of private sector and
public-sector companies. The spending pattern of the
companies, in both sectors, was almost the same.
There was no significant difference, in the number of
members or independent directors or women
directors in the CSR Committees of the companies,
in the public as well as private sectors. There was no
significant difference, in the number of meetings held
in companies, in the public as well as the private sector.

10. Suggestions

The spending of majority companies,
irrespective of the sector, was around 2%.  It
would be better if the companies were to go
beyond the statutory minimum. The focus area
of CSR spending of these companies was
education and health. It would be better if these
companies were to do the CSR activities, in their
own core area of operation. CSR activities
should be built into their business. CSR
Committee should undertake socially responsible
activities, with their innovative ideas and
management skills, instead of focussing on what
other companies do.

11. Conclusion

The study was conducted to know whether
there was any difference in the Corporate Social
Responsibility practices of selected companies,
on the basis of ownership. The study found that
there was no difference in the CSR practices
of public sector and private sector companies.
Thus it can be stated that ownership did not
affect the CSR practices.

12. Limitations of the Study

The spending on Corporate Social
Responsibility of companies was studied, only
on the basis of published data. The sample
companies were selected only from the
manufacturing sector and the study considered
only one-year data (financial year 2015-16), for
studying the CSR practices.

13. Scope for Further Research

The companies, which under take
Corporate Social Responsibility activities, may
enhance the reputation and the financial
performance of the company, leading to the
enhancement of the firm value. Further research
can be done, on establishing the relationship
between CSR activity and the firm value.
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Table-1: CSR Spending of the Companies

Private Sector Rs. (in crores) % Public Sector Rs. (in crores) % 

Apollo Tyres 12.96 1.92 BEL 25.69 2.05 

Asian Paints 34.44 1.72 BHEL 110.1 1.99 

Bajaj Auto 86.72 2.00 Coal India 73.26 0.56 

Cipla 31.88 1.78 GAIL 118.64 2.30 

Dabur 17.44 2.02 Hindustan Copper 7.68 2.54 

Godrej 5.33 4.51 IOC 156.68 1.99 

HUL 92.12 1.71 National Aluminium 27.17 2.07 

L & T 119.89 2.36 NTPC 491.8 3.62 

Reliance Industries 652 2.34 ONGC 421 1.41 

Tata Steel 204 2.35 SAIL 76.2 2.62 

Average 2.27 Average 2.12 

 Source: Annual Reports of the Companies (2015-16)

Table-2:  Descriptive Statistics of CSR Spending of the Companies

Descriptive Statistics Private Sector Public Sector 

Minimum 1.71 0.56 

Maximum 4.51 3.62 

Range  2.8 3.06 

Count 10 10 

Sum 22.71 21.15 

Mean  2.27 2.115 

Median 2.01 2.06 

Standard deviation 0.8267 0.7949 

Variance  0.6835 0.6319 

Mid Range 3.11 2.09 

Standard Error of Mean 0.2614 0.2514 

Skewness 2.101 -0.1093

Kurtosis 6.043 3.151 

Relative Standard Deviation  36.4% 37.59% 

 Source: Annual Reports of the Companies (2015-16) using SPSS 16.
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Table-3: Number of CSR Activities Undertaken by the Companies

Source: Annual Reports of the Companies (2015-16) Note: * - No Activity

Table-4: Number of Members in the CSR Committee

Source: Annual Reports of the Companies (2015-16)

Sector Private Sector Public Sector 

Education & Skill development 10 10 

Health & Sanitation 10 10 

Environment 6 8 

Heritage, art & culture * 5 

Rural development 4 7 

Infrastructure development * 3 

Financial inclusion * * 

Community development 4 * 

Sustainability * * 

Gender equality & women empowerment 4 * 

Armed forces 2 * 

Disaster relief * * 

Sports 2 6 

Government projects 3 * 

 

Private Sector No. Public Sector No. 

Apollo Tyres 4 BEL 5 

Asian Paints 5 BHEL 7 

Bajaj Auto 3 Coal India 5 

Cipla 5 GAIL 5 

Dabur 4 Hindustan Copper 6 

Godrej 6 IOC 6 

HUL 6 National Aluminium 6 

L & T 4 NTPC 4 

Reliance Industries 4 ONGC 5 

Tata Steel 5 SAIL 5 

Average 4.6 Average 5.4 
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Table-5: Descriptive Statistics of Number of Members in the CSR Committee

Source: Annual Reports of the Companies (2015-16) using SPSS 16.

Table-6: Number of Independent Directors in the CSR Committee

Source: Annual Reports of the Companies (2015-16)

Descriptive Statistics Private Sector Public Sector 

Minimum 3 4 

Maximum 6 7 

Range  3 3 

Count  10 10 

Sum 46 54 

Mean  4.6 5.4 

Median 4.5 5 

Standard deviation 0.9661 0.8433 

Variance  0.9333 0.7111 

Mid Range 4.5 5.5 

Standard Error of Mean 0.3055 0.2667 

Skewness  0.08872 0.3113 

Kurtosis 1.892 2.398 

Relative Standard Deviation  21% 15.62% 

Private Sector No. Public Sector No. 

Apollo Tyres 2 BEL 1 

Asian Paints 2 BHEL 1 

Bajaj Auto 1 Coal India 3 

Cipla 2 GAIL 2 

Dabur 2 Hindustan Copper 4 

Godrej 2 IOC 2 

HUL 4 National Aluminium 3 

L & T 1 NTPC 1 

Reliance Industries 3 ONGC 1 

Tata Steel 1 SAIL 2 

Average 2 Average 2 
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Table-7: Descriptive Statistics of Number of Independent
Directors in the CSR Committee

Source: Annual Reports of the Companies (2015-16) using SPSS 16.

Table-8: Presence of Women Directors in the CSR Committee

Source: Annual Reports of the Companies (2015-16)

Descriptive Statistics Private Sector Public Sector 

Minimum 1 1 

Maximum  4 4 

Range 3 3 

Count 10 10 

Sum  20 20 

Mean  2 2 

Median  2 2 

Standard deviation 0.9428 1.054 

Variance 0.8889 1.111 

Mid Range 2.5 2.5 

Standard Error of Mean 0.2981 0.3333 

Skewness  0.7955 0.5692 

Kurtosis 2.813 1.98 

Relative Standard Deviation  47.14% 52.7% 

Sector Present Not Present 

Private Sector 4 6 

Public Sector 2 8 

Total 6 14 
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Table-9: CSR Committee Meetings held in the Year (2015-16)

Private Sector No. Public Sector No. 

Apollo Tyres 3 BEL 1 

Asian Paints 1 BHEL 1 

Bajaj Auto 1 Coal India 1 

Cipla 4 GAIL 3 

Dabur 4 Hindustan Copper *No information

Godrej 2 IOC *No information

HUL 3 National Aluminium 3 

L & T 4 NTPC 4 

Reliance Industries 4 ONGC 7 

Tata Steel 2 SAIL 2 

Average 2.8 Average 2.2 

Source: Annual Reports of the Companies (2015-16)

Table-10: Descriptive Statistics of CSR Committee Meetings held in the Year (2015-16)

Descriptive statistics Private Sector Public Sector 

Minimum 1 1 

Maximum  4 7 

Range 3 6 

Count 10 8 

Sum  28 22 

Mean  2.8 2.75 

Median  3 2.5 

Standard deviation 1.229 2.053 

Variance 1.511 4.214 

Mid Range 2.5 4 

Standard Error of Mean 0.3887 0.7258 

Skewness  -0.3445 1.028 

Kurtosis 1.465 2.873 

Relative Standard Deviation  43.9% 74.65% 

Source: Annual Reports of the Companies (2015-16) SPSS 16.
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Abstract 

It is well recognized that at present India is passing through an era of acute economic slump. Hence, there is an 
urgent need for kick-starting the recession-hit Indian economy from the clutches of slowdown by way of 

appropriate revival strategies. Given the economic slump on the one hand and the unprecedented challenges 

faced by the financial system in the country, like, growing NPAs, declining profitability, eroding capital base and 

there is a marked fall in the growth of credit off-take also. At this crucial juncture, this paper looks into the vital 
need for a banking strategy that focuses on adoption of Information and Communication Technology (ICT) on 

the one hand and retail banking thrust with a focus on housing finance on the other hand. While ICT adoption 

ensures enhanced customer service and operational efficiency, retail banking thrust with a focus on housing 
finance ensures revival of the economy through linkage effects of housing investments, risk diversification etc. 

Retail banking is the only feasible strategy for public sector banks (PSBs) in the current era of PSB 

consolidation. This strategy suits well with the national goal of ‘Affordable Housing for All by 2022’.     

Keywords: ICT, Digital India, Retail Credit, Housing finance, Linkages, Risk diversification. 

Introduction 
It is well recognized that at present India is passing through an era of acute economic slump. Recent analyses by 
many a national and international agency has underscored this fact regarding Indian economy. This trend is in 
tune with the global economic slowdown also. In this scenario, there is an urgent need for kick-starting the 
recession-hit Indian economy from the clutches of slowdown This in turn necessitates the adoption of suitable 
macro level strategies that are capable of initiating an economic revival. Besides the general slowdown in Indian 
economy, financial system of the country is facing unprecedented challenges, like, mounting NPAs, falling 
profitability, eroding capital base. Moreover, there has been a marked fall in the growth of credit off-take also. 
At this crucial juncture, this paper looks into the vital need for a banking strategy that focuses on adoption of 
Information and Communication Technology (ICT) on the one hand and retail banking thrust with a focus on 
housing finance on the other hand. While ICT adoption ensures enhanced customer service and operational 
efficiency, retail banking thrust with a focus on housing finance ensures revival of the economy through the 
linkage effects of housing investments, risk diversification etc. Retail banking is the only feasible strategy for 
public sector banks (PSBs) in the current era of PSB consolidation. This strategy suits well with the national goal 
of ‘Affordable Housing for All by 2022’. Better ICT integration augers well with the growing expectations of 
today’s discerning customers; as ICT brings in the added benefit of enhancing the competitiveness of banking 
products and services, especially the retail banking products like housing finance.     

Objectives of the Study 

 To make a broad study of the present condition of Indian economy, the slowdown faced by the economy and
its implications, and the need for remedial strategies;

 To study the significance of the adoption of Information and Communication Technology (ICT) in
delivering retail banking products like housing finance in a competitive environment, and the
macroeconomic implications of such a strategy; and

 To suggest strategies for the sustained growth of the retail credit portfolio of banks, especially the housing
finance segment, and hence sustained growth of the economy.

Relevance and Significance of the Study 
As waves of electronic revolution are sweeping across the globe, fast advances in the field of Information and 
Communication Technology (ICT), an outcome of the electronic revolution, are invading every facet of human 
life. ICT adoption is bringing about radical changes in the way in which organizations are being managed, 
business operations are being performed and state governance is being done. Indian economy is no exception to 
the above global trend and so also is the case of banking and financial services industry (BFSI) in India. ‘Digital 
India’ is a national goal of the country and the fast pace at which ICT advances are embraced by the BFSI 
sector in India has resulted in rapid growth of the Financial Technologies (‘Fin-Tech’) entities in India. On the 
one hand, there is fast-paced ICT integration and a boom in Fin-Tech units. On the other hand, Indian economy 
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is facing an acute economic slump and this is reflected in all facets of the economy including the banking sector 
of the country. Focus on retail advances, particularly housing finance, enables banks to diversify risks, maintain 
asset quality, reduce bad debts, create employment avenues, and lure the new generation customers.  Above all, 
this strategy helps to kick-start the recession-hit sectors of the economy because of the vast linkages of housing 
industry. The role of banks in meeting this key goal by fulfilling the housing finance needs of the masses will be 
more vital in the future, since the market share of housing finance companies (HFCs) that has already been 
falling. 

Relevance and Significance of the Study 
Kiran Keswani (1997) [11] in his paper, ‘The contribution of building centres to low-cost housing in India’ in 
Building Research & Information has studied the reasons for the slow growth in low-cost housing projects in 
India. The author has suggested that the Government should assume the role of a facilitator rather than a 
provider. A three-pronged strategy has been suggested for promoting low cost housing viz. (i) examining 
critically the archaic laws on housing, (ii) disseminating information on technical aspects of house building, and 
(ii) training in updated technologies on low-cost housing. Peer Smets (1999) [30], in his paper ‘Housing
Finance Trapped in a Dilemma of Perceptions: Affordability Criteria for the Urban Poor in India Questioned’ in
Housing Studies has argued that a definitional issue associated with formal housing finance and ‘eligibility’ for
the same in terms of ‘affordability criteria in one go’ has resulted in exclusion of the vast majority of the urban
poor from availing finance from formal sources of finance. The author has advocated the need for ‘incremental
housing’ and also the need to assess the ‘affordability in a phased in manner’ and ‘not in one go’. Manoj P. K.
(2003) [13] in his research paper, ‘Retail Banking: Strategies for Success in the Emerging Scenario’ in IBA

Bulletin has suggested strategies for the sustained growth of the retail credit portfolio of banks, that
mainly comprises of housing finance, as a safer way of increasing business and also kick-starting the then
recession-hit industry of India. ‘Linkages’ – both forward and backward – of housing with large number of
other industries, and the positive effect of such linkages for bringing about faster economic growth have been
pointed out in the paper. Manoj P. K. (2004) [14] in his another research paper, ‘Dynamics of Housing Finance
in India’ in Bank Quest has pointed out the growing appetite of commercial banks (CBs) towards housing
credit, the falling share of housing finance companies (HFCs) in the market, and allied aspects. Some
macro level strategies for the sustained and balanced growth of housing finance in India are suggested. The
relevance of promoting secondary mortgage market (like, RMBS), alternative models like Housing Micro
Finance (HMF) etc. has been noted. In a Working Paper 19 titled, Housing Microfinance: Designing a

Product for the Rural Poor, released by Institute for Finance Management and Research (IFMR) (2007)[7],
has noted the utmost importance of promoting Housing Micro Finance (HMF) – an alternative model for
housing finance for the poor – for addressing India’s chronic housing problem, which in turn is primarily that
of the poor and marginalized in the country, like the LIG (Low Income Group) and EWS (Economically
Weaker Sections). Only models like HMF could cater to such deprived sections that are not served by the
formal sector agencies. So, models like HMF are required to solve India’s ‘ real housing problem’. The
report seeks to design the suitable HMF model for the Indian poor. Manoj P. K. (2008) [15] in his
paper, ‘Learning from Cross-country Experiences in Housing Finance: A Microfinance Approach’ in
Journal of Global Economy has suggested suitable macro level strategies for promotion of housing micro
finance (HMF) in the Indian scenario by appropriately replicating the successful and time-tested models like
HMF or other similar alternative housing finance models prevalent elsewhere in the world. A  research paper
on HMF by Manoj P. K. (2010)[21], “Prospects and Problems of Housing Microfinance in India: Evidence
from “Bhavanashree” Project in Kerala State” in European Journal of Economics, Finance and

Administrative Sciences has studied in detail the utmost importance of HMF for balanced and equitable
housing development in India, and hence rapid economic development of the country. Strategies for
promotion of HMF in India have been suggested, along with specific and category-wise strategies for the
HMF based in Kerala and sponsored by the state government namely ‘Bhavanashree’. Manoj P. K. (2010) [18]
in his paper, ‘Benchmarking Housing Finance Companies in India: Strategies for Enhanced Operational
Efficiency and Competitiveness’ in European Journal of Economics, Finance and Administrative Sciences

has made a detailed analysis of the relative competitive position of the leading housing finance companies
(HFCs) in India and has suggested strategies for the enhanced operational efficiency and competitiveness of
HFCs.

The management consultancy organization, KPMG (2010) [11], in its Industry Report (Advisory), 
‘Affordable Housing – A key growth driver in the real estate sector?’ has sought to discuss the immense growth 
prospects of real estate players in the affordable housing market in India, given the huge demand and grossly 
under-penetrated market, very favourable Governmental policies etc. The demand and supply constraints, the 
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relevance of PPP in the real estate sector etc. have also been dealt in detail. In a paper by Manoj P. K., (2010) 
[19] ‘Determinants of Successful Financial Performance of Housing Finance Companies in India and
Strategies for Competitiveness: a Multivariate Discriminant Analysis’ in Middle Eastern Finance and Economics,
has attempted to find the determinants of superior financial performance of HFCs. Using the tool
Multivariate Discriminant Analysis (MDA), Discriminant Function having five distinct parameters (selected
from the total 21 parameters used for MDA) which significantly influence the financial performance of
HFCs has been derived. Yet another paper by Manoj P. K. (2010) [17], ‘Financial Soundness Housing
Finance Companies in India and Determinants of Profitability: A ‘CAMEL’ Approach along with ROE
Decomposition Analysis’ published in International Journal of Business Policy & Economics has employed
the methodology of ‘CAMEL’ ranking along with ROE decomposition analysis to identify the determinants of
profitability of HFCs. A research paper by Manoj P. K. (2011) [22], ‘Determinants of Profitability of
Housing Finance Companies in India and Strategies for Competitiveness: a Multiple Partial Correlation
Approach’ in International Journal of Business Intelligence and Management has suggested competitive
strategies for various groups of HFCs with the help of the basic parameters that significantly influence the
respective groups of HFCs.

A joint research paper by Hrushikesh Mallick & Mantu Kumar Mahalik (2015)[5] ‘Factors determining 
regional housing prices: evidence from major cities in India’, in Journal of Property Research has sought to 
identify the factors determining the housing prices with respect to 15 major cities in India using data relating to 
16 Quarters (4 years, 2010 to 2013). It has been noted that fundamental factors are more significant than 
speculative factors. In a research paper by Manoj P. K. (2015) [25], “Socio-Economic Impact of Housing 
Microfinance: Findings of a Field-based Study in Kerala, India”, published in International Research 
Journal of Finance and Economics, the reasons for the failure of ‘Bhavanashree’ – the HMF initiative of the 
Government of Kerala have been studied in detail. The author suggests strategies for effective implementation 
of HMF projects based on the “learning from the failure of ‘Bhavanashree’ project” in Kerala. The research 
report by the agency IFMR (2015) [8] entitled as Affordable  Housing Finance Sector: Overview makes a 
detailed analysis of the need, relevance and significance of affordable housing in India in the context 
when the national goal of ‘Affordable Housing for All by 2022’ is implemented by the Government of India. 
The crucial role that HFCs have to play in this context is specially noted in the IFMR report. The fact that 
there is a gradual re-emergence of HFCs since 2013, thus overtaking the CBs in growth rate and 
significantly improving their market share has been specifically pointed out. In a paper by Manoj P. K. 
(2015) [23], “Deterrents to the Housing Microfinance: Evidence from a Study of the Bankers to 
‘Bhavanashree’ in Kerala, India”, in International Research Journal of Finance and Economics, the major 
problems associated by the bankers in financing ‘Bhavanashree’, the HMF initiative of the Government of 
Kerala, has been dealt in detail. Various issues like the unclear land tenure, fragile institutional framework of 
the HMF and its parent (mentor) ‘Kudumbashree’ etc. have been studied in detail. Suggestions have been 
made to the Government based on the findings of the study, for the purpose of enabling more meaningfully 
implement HMF initiatives in the future, ‘Bhavanashree’ initiative being more or less a failure. In a research 
article by Manoj P K (2015) [24], “Housing Microfinance: A Study on Quality, Cost and Default Rate 
with Respect to ‘Bhavanashree’ in Kerala”, in International Research Journal of Finance and 

Economics, a detailed and critical study of the asset quality, administrative (transaction) costs, and default 
rates in respect of the HMF initiative of the Government of Kerala ie. ‘Bhavanashree’ has been made. 
Suggestions are made for more effective implementation of HMF projects by the Government. Another paper 
by Manoj P. K. (2016) [26], “Real Estate Investment Trusts (REITs) for Faster Housing Development in India: 
An Analysis in the Context of the New Regulatory Policies of SEBI” in International Journal of Advance 

Research in Computer Science and Management Studies has made an exploratory study of the utmost relevance 
of REITs in a developing country like India for promotion of its housing and real estate sector and hence the 
whole economy. BCG (2018) [2] in its report, Digital Lending has sought to highlight the immense opportunity 
for digital lending in India. According to BCG, it is a USD 1 Trillion opportunity over the next 5 years and the 
stakeholders can utilize the same. Industry research agency, India Brand Equity Foundation (IBEF) (2018) 
[6] in its report on Real Estate industry in India has pointed out the tremendous growth prospects of the real
estate industry in India which is estimated to attain the size of  USD 1 Trillion by 2030. Its estimated size as of
2019 is 3.7 Million Square feet and it is the fourth largest sector in terms of FDI flows. Rapid urbanization,
growing affordability, and Governmental commitment to attain ‘Affordable Housing for All’ etc. brighten the
prospects of India’s real estate sector.

In view of the foregoing discussions, it is noted that though there are a number of studies on housing 
finance, studies that focus on the need for ICT integration in the context of retail banking like housing finance are 
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scarce. This study seeks to bridge this research gap and it studies the need for a banking strategy that focuses on 
ICT adoption and housing finance.  

Methodology of the Study 
The study is descriptive-analytical and exploratory in nature. It is descriptive as it describes the developments 
in the field of retail banking with a focus on housing finance. The paper is analytical too as it analyzes the 
relevance of a banking strategy that focuses ICT adoption and retail banking, for tiding over the present slump 
in the Indian economy. The present study is primarily based on secondary data from authentic sources like RBI, 
NHB, and CRISIL.   

Current Status of the Economy, Banking System and Housing Situation in India    
There is a steadily falling trend in respect of GDP of India over the last few quarters and this is very prominent 
since the fourth quarter of 2016 (Q4, 2016) (Figure I) and this falling trend is expected to continue in FY 2019 
also.   

Figure I: Real GDP Growth Rate in India: A Clearly Declining Trend since Q4 2016. 

Source: CRISIL (Sept. 2018) [3] 

It may be noted that there has been a declining trend in the financial stability of banks in India, particularly the 
public sector banks (PSBs) as is evident from the fast eroding capital base and also near-zero and negative 
return on assets (ROA) (Table I). This in turn points to the need for a revival in the banking sector, particularly 
among the PSBs which still the backbone of the Indian financial system in spite of their declining share in the 
banking business. Higher exposure to relatively less risky advances like housing finance ensures greater 
business growth and better profitability because of better asset quality or lower NPAs.     

Table I: Return on Assets (ROA) of Major PSBs in India 

Sl. No. Names of Major PSBs in India ROA (Percent) 

01. Allahabad Bank -0.10

02. Bank of Baroda -0.41

03. Bank of India -0.52

04. Central Bank of India -0.24

05. Corporation Bank 0.003 

06. Dena Bank -0.66

07. Indian Overseas Bank -0.87

08. IDBI Bank -0.76

09. Oriental Bank of Commerce 0.08 

10. Syndicate Bank 0.24 

11. UCO Bank -0.63

12. United Bank of India 0.14 

Source: Mathrubhumi, Daily [Print], Kochi Ed., dt. 20.02.2018 

Considering the housing finance segment of banks which is one of the major components of retail credit, it may 
be noted that there is enough scope for promoting it. In fact, the mortgage to GDP ratio in India is still at a very 
low level of about 9 percent (as of 2012, and it is about 10 percent as of 2018) and is one of the lowest in the 
whole world. This fact points to the scope for promoting the housing finance portfolio of banks. (Table II).   
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Table II: Mortgage to GDP Ratio of India vis-a-vis Selected Other Countries 
(In Percentages) 

India China Thailand Korea Malaysia Singapore Taiwan Hong Kong USA UK 

9.0* 12 17 26 29 32 39 41 80 86 

Source: European Mortgage Federation (2007), Asian Development Bank (2007) & NHB (2013). 
Note: * NHB, as of 2012 (approx.), Report on Trend and Progress of Housing in India, 2013, p.105. 

Because, housing shortage is a reality in India even after 70 years of independence. Though there is a gradually 
falling trend in housing shortage in rural India, it is still acute in urban areas of the nation and is showing a 
generally growing trend over the years. (Figure II).  

Figure II: Housing Shortage in India – Rural and Urban. 

Source: IBEF (July 2018) [9] 

Urban housing problem in India growing because of the growing urbanization in the country. The national goal 
of ‘Affordable Housing for All by 2022’ gives another dimension to the urgent need for solving the growing 
urban housing problem. Further, this fact points to the need for focusing on urban areas for housing finance 
because urban housing problem is more acute in India. (Figure II & Figure III).     

Figure III: Urban Population in India (in Millions) – Growing Urbanization Pressures 

Source: IBEF (July 2018) [9] 

There is only a constantly falling trend in the real estate prices across eight major cities in India (Figure IV). 
This suggests that major cities in India have almost saturated as far as housing and residential real estate 
development is concerned. While focusing on solving the housing finance needs of the urban populace, there is 
a need to pay more attention to the suburban areas (eg. Tier II and Tier III cities) where the scope for housing 
development is more, particularly the affordable housing segment which is a priority area in India, going by the 
national commitment of the Government of India viz. Affordable Housing for All by 2022.    
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Figure IV: Real Estate Prices across Eight Major Cities in India 

Source: Knight Frank and Economic Survey 2016-17; Adapted from, NHB (2017) [33] 

The general slump in the construction industry in India, which includes primarily the housing construction 
industry affects the employment creation in the country because construction is one of the most labour-intensive 
sectors and it requires as high as 12 workers to produce Rs. 1 million worth output. Deceleration in housing 
construction sector hence would adversely influence the employment generated in the country. Or, in other 
words, promotion of housing construction in India has a vital role (Figure V).  

Figure V: Deceleration in Labour-Intensive Construction sector affects Employment 

Source: CRISIL (Sept. 2018) [3] 

The housing loan market in India has been growing over the years and the trend is likely to continue in the 
future also; the two major players in this market being Commercial Banks (‘Banks’ in short) and Housing 
Finance Companies (‘HFCs’, in short). In view of the liquidity issues of NBFCs (including HFCs), Banks will 
have a greater role in the housing finance market in the future. It is noted that banks would have higher growth 
prospects than the HFCs, because of a reversal in the growth rates of HFCs vis-à-vis Banks. (Figure VI).  
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Figure VI: Healthy Growth Prospects of Banks vis-à-vis HFCs 

Source: CRISIL (2018) [4] 

Better ICT Integration by Banks in ‘Digital India’ Era: Need and Implications 

Reforms initiated in Indian banking sector since 1992 has resulted in this sector, which was overwhelmingly 
dominated by the Government-controlled Public Sector Banks (PSBs) and significantly oriented towards 
fulfilling certain social obligations till then, to work on business lines. Like private sector banks and foreign 
banks, PSBs too started working on business lines, based on profitable business models. The pressures of ‘LPG’ 
(Liberalization, Privatization and Globalization) could succeed in injecting ‘commercial sense’ and ‘profit 
orientation’ in Indian banking sector, primarily the PSBs. LPG has brought about fierce competition too. To 
withstand competition and to maintain profitability and market share in the globalised markets it has become 
essential for banks to deliver high quality service at low cost. The real impetus towards ICT adoption in India 
was basically the banking sector deregulation measures initiated in 1992. A serious thrust on ICT adoption was 
given by the Reserve Bank of India (RBI) only in 1999-2000, because of two reasons. First, for the specific 
purpose of a smooth transition for the year 2000. Second, for the general purpose of ensuring overall 
technological upgradation of Indian banks essentially to facilitate payment and settlement, enhanced customer 
service and profitability. Of late, the Demonetisation (DeMo) drive since 08th Nov. 2016 by the Government of 
India has given another impetus for ICT adoption by banks. Modern customers being very discerning, customer 
centricity is a vital need for business success. So, ICT integration has become an imperative for survival and 
growth, particularly in respect of retail banking products. The growing trend of ICT adoption in the ongoing era 
of ‘Digital India’ has vital impact on the operations and business models of banks in India. The rapid pace of 
technological innovations would radically change their business models for retail banking including housing 
finance. Indian banking sector has been following the above global trend only since the 2000s. Of late, the 
ongoing consolidation process among the PSBs has given another need for ICT integration. Though, Indian 
banks have been quite late in adopting ICT and other technological innovations, of late, there has been growing 
adoption of digital banking by banks in India. (Figure VII). BCG’s report (2018) [2] has noted that digital 
banking will exceed USD 1 Trillion over the next 5 years, and that retail banking portfolio of banks has 
witnessed a CAGR of about 16 percent over the last 5 years. It is noted that total retail loans that could be 
disbursed digitally in the next 5 years would be over USD 1 Trillion.  Annual disbursements 5 years hence 
would be 5 times of current levels. (BCG, 2018)[2].    

Figure VII: Digital Lending by Banks in India (USD Billion). (Source: IBEF, 2018)[9]. 
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BCG’s study has noted that the digital footprint (i.e. access to internet) of customers in the financial services 
category is 50 percent. Of the customers with digital footprint, 55 percent have been noted to be digitally 
influenced. That is, 28 percent (i.e. 55 percent of 50 percent) of the total population are digitally influenced. 
Besides, of the customers with digital footprint, 47 percent are digital purchasers. Thus, 23 percent (i.e. 47 
percent of 50 percent) of the total population are digital purchasers. That is, as high as 82 percent of the 
digitally influenced customers are digital purchasers. So, the drop-off is very less. (Figure VIII). (BCG, 2018) 
[2].     

Figure VIII: Nearly one-fourth (23 percent) customers purchase retail loams digitally. 
(Source: BCG Google 2018 Digital Lending Survey (N=2364)[2]. 

It is noted that there is a gradual but definite shift towards various digital channels from the traditional channels 
in the banking industry in India as is evident from the high positive growth rates over the years. At the same 
time, there is a gradual fall in the transactions by way of physical branches and this is reflected in the high 
negative growth rates year after year. Regarding the use of ATMs also, there has been a falling growth rates 
over the years and of late it is estimated as negative also for FY 2018. Hence, it may be inferred that there is 
clear and definite shift towards different transactions from the conventional ‘brick and mortar’ banking and 
even the transactions through ATMs are less preferred by the highly discerning modern customers. (Figure IX).  

Figure IX: Fast Shift in Transaction Profile of Banks.   
Source: BCG Google 2018 Digital Lending Survey (N=2364), p.15. [2]. 

Among the various digital channels for delivery of banking products, mobile banking is becoming more 
popular. This is particularly true in respect of rural customers because rural tele-density is constantly on the rise 
in India. Hence, for faster promotion of various retail banking products, the use of delivery channels like mobile 
banking makes good business sense; as the modern customers prefer such delivery channels.   
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Figure X: Growing Rural Tele-density – Better Scope for Mobile Banking. 
Source: IBEF, 2018 [9]. 

The disposable income and hence the purchasing power of the rural population is on the rise in rural areas. 
Hence, a focused approach towards promoting various retail banking products including housing loans in rural 
areas, is advisable. This approach ensures that economic activities in the country are of balanced and equitable 
nature.   (Figure XI).  

Figure XI: Rising Real Disposable Income in Rural India. (USD). 
Source: IBEF, 2018 [9]. 

Medium Term Strategy for Banks in ‘Digital India’ Era: Some Suggestions 
Taking into account the national goal of ‘Affordable Housing for All by 2022’ in India and also the ‘Digital 
India’ initiative, of the Government of India and hence having a pan-India presence, let us now try to design the 
medium term strategy for the banks that can take care of the national goals and at the same time help tide over 
the present situation of economic slowdown. Whether the economic slump is cyclical or structural in nature, 
investment in housing can act as a suitable remedial strategy. So, promotion of retail credit by banks, 
particularly housing credit is meaningful, especially when we consider the vast linkages of housing industry 
with not less than 269 allied industries. Investment in housing can kick-start many a recession-hit sector in the 
economy and is a top employment generator also. Hence, the medium term banking strategy should be that of 
‘retail credit with housing finance thrust’. Another vital need for the banking strategy is that of ICT integration. 
ICT ensures better competitiveness, significantly improve operational efficiency by reducing cost, and can 
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enable better customer service also. Modern ICT-based tools like data mining can be of immense use because of 
their ability to generate relevant knowledge from large amounts of unorganized business data.  

Another vital need for the banking strategy is that of ICT integration. ICT ensures better competitiveness, 
significantly improve operational efficiency by reducing cost, and can enable better customer service also. 
Modern ICT-based tools like data mining can be of immense use because of their ability to generate relevant 
knowledge from large amounts of unorganized business data. Moreover, given the imminent invasion by the 
financial technologies (Fin-Tech) companies and also the ever growing expectations of today’s discerning 
customers, banks have to constantly innovate their products and services, particularly in respect of the retail 
banking portfolio. Here, ICT acts as the means (enabler) and also the end. So, from the viewpoint of 
competition too ICT integration at all levels, especially in respect of retail credit, is an imperative for the 
survival and growth of the banks.  

Public sector banks (PSBs) and Old Private sector Banks (OPBs) have to pay more attention to ICT adoption 
because they often lag behind the New generation Private sector Banks (NPBs) and Foreign Banks (FBs) in ICT 
adoption. This in turn enables them to catch up with NPBs and FBs in customer service and operational 
efficiency; especially in respect of retail credit wherein customer service and control of operating costs are 
vitally significant.  

There is another reason for the PSBs to take special interest in retail credit. As consolidation process is going on 
among the PSBs, the only feasible strategy that can ‘keep them moving’ in the short and medium terms is that 
of focusing on retail credit with due respect to ICT integration and constant product innovations. Focusing on 
large corporate or industrial advances or on project financing by these PSBs which are already heavily burdened 
with the issues of bad-debts (NPAs) and falling profitability and productivity will not at all be sensible in the 
short or medium term. Identifying their synergies and designing suitable business models would require some 
more time during which they can focus on retail credit.  

PSBs need to be especially cautious in this regard. As consolidation is going on among the PSBs, the latest 
being the consolidation among 10 PSBs with a view to retain the large 4 PSBs alone (viz. PNB, CB, UBI and 
IB), the only feasible strategy that can ‘keep them moving’ in the short and medium terms is that of focusing on 
retail credit with due respect to ICT integration and constant product innovations. Focusing on large corporate 
or industrial advances or on project financing by these PSBs which are already heavily burdened with the issues 
of bad-debts (NPAs) and falling profitability and productivity will not at all be sensible in the short or medium 
term. Identifying their synergies and designing suitable business models would require some more time during 
which they can focus on retail credit.  

Use of advanced ICT platforms that can support competitive tools like data mining and knowledge discovery is 
very desirable for any progressive bank for its survival and growth. Such platforms enable high level of 
customer engagement and facilitate targeting different customer segments with tailor-made products. Modern 
payment technologies like RFID (Radio Frequency Identification) need to be adopted to remain competitive in 
the market. ICT investments, further, should focus on improving responsiveness, resiliency and enterprise-wide 
collaboration. Strategic tie-ups and resource sharing among the banks can bring in enhanced efficiency in the 
use of technology. This is especially relevant for the PSBs which are undergoing consolidation.  Among the 
various digital channels of service delivery by the banks in India, mobile banking deserves special attention as 
the use of the same is fast picking up, particularly in the rural areas of India.   

Customer centricity has a vital role to play in banking industry in the future. Sustainable business models that 
ensure continued customer loyalty or long term relationships have to be followed consistently by all banks, 
including ‘traditional’ banks like PSBs and OPBs. Owing to their ‘high-tech’ nature, NPBs and FBs are far 
ahead of PSBs in ICT adoption. So, in view of the growing competition in banking industry adoption high-end 
technological platforms becomes an imperative for the PSBs for their survival and growth.  

Huge investments in ATMs are not advisable for banks as the growth rate in the use of ATMs is gradually on 
the decline. Similar is the case of physical branches in which case also a consolidation would be more desirable. 
Because of the fast advances in ICT and also the discerning nature of modern customers, innovation of all types 
on an ongoing basis is a vital for retaining and attracting the customers. So, every product needs to be designed 
meticulously based on a clear understanding of the customer’s quality value proposition. Banks need to focus 
on specialized customer segments, as a ‘one-size-fits-all’ policy no longer appeals the modern customers. To 
identify the target customer segments banks have to adopt scientific market research studies and use advanced 
ICT tools like data mining. 
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Given the discerning nature of modern customers, provision of more high technology (Hi-Tech) products and 
delivery channels is an imperative for survival and growth of any bank, rather than a choice. The growing trend 
in computer literacy and the ever-growing affinity to modern products among the younger generation make the 
above strategy more meaningful. Also, it is essential to effectively defend the threat by specialized (niche) 
players, including the Fin-Techs which are growing fast.  

With growing adoption of ICT-based applications, there are mounting trend in scams, information/cyber 
security issues, data leakages, frauds etc. So, setting up robust systems for risk management relating to 
information/cyber security should be a top priority for all banks.     

From the part of the Government, it is advisable if it encourages a dynamic secondary market for housing 
finance, like, residential mortgage backed securitization (RMBS) is yet to emerge in India. The Government has 
to facilitate a vibrant RMBS market in India so that it acts as a new source of finance for the housing sector, 
particularly for the HFCs which are grappling with liquidity problems. Equally important is the need to promote 
the real estate investment trusts (REITs) in India. This in turn would promote the commercial real estate 
directly; and residential real estate too, but indirectly. Conscious efforts for encouraging the market innovations 
like RMBS and REITs are required in India for housing development. Special focus on residential REITs (those 
focusing on residential buildings) is an urgent need.  

Given the growing disposable income and hence purchasing power of the rural population in India and after all 
the constantly growing rural tele-density, it is advisable to have a special focus on rural customers. Hence, rural 
banking should become a business strategy rather than a regulatory compulsion. As noted earlier, channels like 
mobile banking is quite effective in rural areas also as is evidenced by its constantly growing penetration.     

Whatever is the level of ICT adoption, any banking service needs to have a human touch in order to be holistic 
and comprehensive. This ‘human factor’ in banking services must ensure adequate customer touch points for all 
products by way of meticulous planning.   

All the above strategies have direct impact on the technological platform of the respective banks. A few other 
relevant strategies that can ensure superior performance of banks include, inter alia, enhanced transparency and 
strict corporate governance, enlarged accountability, adoption of international standards in accounting and 
reporting etc. More flexibility in human resource management (HRM) policies is required, especially for the 
PSBs and OPBs. This enables low cost and more flexible labour options (like, off-shoring). Besides, provisions 
to attract and retain the talent are required, which in turn may need more functional autonomy for the banks.     

Concluding Remarks 

In spite of issues like growing NPAs, need for recapitalization etc., particularly for the PSBs in India, it may be 
noted that still Indian banking system is adequately stable, resilient and reasonably equipped to comply with 
global regulatory norms. When NBFCs (including HFCs) are grappling with problems of liquidity, asset-
liability mismatch, falling profitability and so on, banks in India are still healthier and more stable. However, 
banks in India have to play a greater role in the current situation of the country that is characterized by 
economic slowdown. Almost every sector in Indian economy is facing a slump, and the growingly worsening 
case of NBFCs (including HFCs) is no exception here. Notwithstanding the fast growth of digital transactions 
in India, regarding ICT adoption by banks in India, there appears to be good scope for improvement, 
particularly in respect of PSBs – still the backbone of the Indian banking system, in spite of their losing 
prominence. In fact, ICT upgradation and consolidation in banking industry are mutually reinforcing in nature 
and results in significant cost savings for the respective banks, which are mostly the PSBs. Need for 
restructuring the banks by adopting stronger customer orientation with robust technological platform assumes 
vital significance today. The recent governmental policies are all in the right direction. Focus on retail credit 
products like housing finance ensures better credit off-take during this slowdown phase and will also enable 
gradual recovery of the whole national economy because of the vast linkage effects. ICT adoption makes the 
whole process as above more cost-effective, transparent and customer-friendly. 
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Abstract 

As Indian economy is passing through an economic downturn, there is a vital need for suitable anti-cyclical 
economic policies which are capable of kick-starting this recession-hit economy. Coupled with the above need, 

India is committed to attain the national goal of ‘Affordable Housing for All by 2022’. In the above context, 

construction of houses and other residential buildings needs to be promoted which in turn underlines the 

relevance for promoting housing finance. Housing finance denotes one of the most important segments of 
retail credit. Given the economic slowdown in general and crisis in banking sector in particular, this paper 

studies the need for aggressive promotion of retail banking in India, particularly housing finance, for the 

faster growth of the Indian economy; primarily because of the vast linkages of housing industry with nearly 
269 other industries, and also its high employment potential. The paper offers strategies in the above 

direction.   

Keywords: Retail Credit, Housing finance, Risk diversification, Linkages, Employment, ICT. 

1. Introduction
It is well recognized in the literature that housing and residential real estate sector has huge potential for
economic development of any nation, apart from the social development role of this vital sector of an economy.
This is particularly true in respect of developing nations like India. In the present context when Indian economy
is passing through an economic slowdown which is characterized by crisis in the banking sector as well, need
for promotion of housing development becomes more meaningful. Coupled with the above logic, the fact that
India is already committed to the national goal of ‘Affordable Housing for All by 2022’ makes the strategy for
promotion of housing finance more meaningful in the Indian context. The case of promotion of retail banking
products with a focus of housing finance as strategy for revival of India’s banking sector which is under crisis
now, and also kick-starting Indian economy which is passing through a slump, needs to be considered in the
above backdrop.

2. Objectives of the Study

(i) To make an overall study of the present status of Indian economy as it passes through an economic
slowdown, the status of its banking sector and also the housing situation;

(ii) To study the relevance of promotion of retail banking products by banks in India with a focus on housing
finance, for the sustained growth of the national economy; and

(iii) To suggest strategies for the sustained growth of retail banking portfolio of banks, particularly housing
finance, and hence sustained growth of the national economy.

3. Relevance and Significance of the Study

First, the vast forward and backward linkages of housing and residential real estate industry with 269 other
industries enable it to promote faster and balanced economic development of a nation. This is especially
relevant for developing nations like India where the housing shortage is severe. Housing and real estate industry
has the potential to kick-start a recession hit economy too, because of the above linkage effects. Second, from a
social perspective, housing is a primary requisite of human life and hence an essential ingredient in any welfare
state. With the initiation of the economic reforms in India in the early 1990s, the housing sector has been
getting more attention and conducive environment for its growth, notwithstanding the fact that successive
Governments used to accord high priority to housing even before the reforms era, especially since the early
1970s. Third, in the ongoing regime ‘Affordable Housing for All by 2022’ is a national goal that India seeks to
attain. Promotion of housing finance by commercial would benefit more people to have their own houses by
availing financial assistance from banks. Thus, by promotion of housing finance banks seek to help the nation
to attain its national goal. Fourth, the banking sector in India is facing a crisis, the first and foremost being the
problem of NPAs. Housing finance being a relatively less risky loan, promotion of housing finance ensures
higher credit off-take but at the same time lower NPAs/sticky loans. Fifth, retail credit products being relatively
of lower amounts spread across very large number of customers across wide geographical areas, there is the
benefit of risk diversification too. Sixth, housing construction sector is labour-intensive and hence has vast
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employment potential. In view of the foregoing analysis, considering the clear benefits of housing loans and the 
peculiar economic environment in India, it is relevant to study the relevance of promoting housing finance for 
the sustained growth of the nation.     

4. Literature Review and Research Gap
Kiran Keswani (1997) [11] in his paper, ‘The contribution of building centres to low-cost housing in India’ in
Building Research & Information has studied the reasons for the slow growth in low-cost housing projects in
India. The author has suggested that the Government should assume the role of a facilitator rather than a
provider. A three-pronged strategy has been suggested for promoting low cost housing viz. (i) examining
critically the archaic laws on housing, (ii) disseminating information on technical aspects of house building, and
(ii) training in updated technologies on low-cost housing. Peer Smets (1999) [30], in his paper ‘Housing
Finance Trapped in a Dilemma of Perceptions: Affordability Criteria for the Urban Poor in India Questioned’ in
Housing Studies has argued that a definitional issue associated with formal housing finance and ‘eligibility’ for
the same in terms of ‘affordability criteria in one go’ has resulted in exclusion of the vast majority of the urban
poor from availing finance from formal sources of finance. The author has advocated the need for ‘incremental
housing’ and also the need to assess the ‘affordability in a phased in manner’ and ‘not in one go’. Manoj P K
(2003) [13] in his research paper, ‘Retail Banking: Strategies for Success in the Emerging Scenario’ in IBA

Bulletin has suggested strategies for the sustained growth of the retail credit portfolio of banks, that
mainly comprises of housing finance, as a safer way of increasing business and also kick-starting the then
recession-hit industry of India. ‘Linkages’ – both forward and backward – of housing with large number of
other industries, and the positive effect of such linkages for bringing about faster economic growth have been
pointed out in the paper. Manoj P K (2004) [14] in his another research paper, ‘Dynamics of Housing Finance
in India’ in Bank Quest has pointed out the growing appetite of commercial banks (CBs) towards housing
credit, the falling share of housing finance companies (HFCs) in the market, and allied aspects. Some
macro level strategies for the sustained and balanced growth of housing finance in India are suggested. The
relevance of promoting secondary mortgage market (like, RMBS), alternative models like Housing Micro
Finance (HMF) etc. has been noted. In a Working Paper 19 titled, Housing Microfinance: Designing a

Product for the Rural Poor, released by Institute for Finance Management and Research (IFMR) (2007)[7],
has noted the utmost importance of promoting Housing Micro Finance (HMF) – an alternative model for
housing finance for the poor – for addressing India’s chronic housing problem, which in turn is primarily that
of the poor and marginalized in the country, like the LIG (Low Income Group) and EWS (Economically
Weaker Sections). Only models like HMF could cater to such deprived sections that are not served by the formal
sector agencies. So, models like HMF are required to solve India’s ‘ real housing problem’. The report seeks
to design the suitable HMF model for the Indian poor. Manoj P K (2008) [15] in his paper, ‘Learning
from Cross-country Experiences in Housing Finance: A Microfinance Approach’ in Journal of Global
Economy has suggested suitable macro level strategies for promotion of housing micro finance (HMF) in the
Indian scenario by appropriately replicating the successful and time-tested models like HMF or other similar
alternative housing finance models prevalent elsewhere in the world. A  research paper on HMF by Manoj P
K (2010) [21], “Prospects and Problems of Housing Microfinance in India: Evidence from “Bhavanashree”
Project in Kerala State” in European Journal of Economics, Finance and Administrative Sciences has
studied in detail the utmost importance of HMF for balanced and equitable housing development in India, and
hence rapid economic development of the country. Strategies for promotion of HMF in India have been
suggested, along with specific and category-wise strategies for the HMF based in Kerala and sponsored by the
state government namely ‘Bhavanashree’. Manoj P K (2010) [18] in his paper, ‘Benchmarking Housing
Finance Companies in India: Strategies for Enhanced Operational Efficiency and Competitiveness’ in
European Journal of Economics, Finance and Administrative Sciences has made a detailed analysis of the
relative competitive position of the leading housing finance companies (HFCs) in India and has suggested
strategies for the enhanced operational efficiency and competitiveness of HFCs.

The management consultancy organization, KPMG (2010) [11], in its Industry Report (Advisory), 
‘Affordable Housing – A key growth driver in the real estate sector?’ has sought to discuss the immense growth 
prospects of real estate players in the affordable housing market in India, given the huge demand and grossly 
under-penetrated market, very favourable Governmental policies etc. The demand and supply constraints, the 
relevance of PPP in the real estate sector etc. have also been dealt in detail. In a research paper by Manoj P K, 
(2010) [19] ‘Determinants of Successful Financial Performance of Housing Finance Companies in India and 
Strategies for Competitiveness: a Multivariate Discriminant Analysis’ in Middle Eastern Finance and Economics, 
has attempted to find the determinants of superior financial performance of HFCs. Using the tool 
Multivariate Discriminant Analysis (MDA), Discriminant Function having five distinct parameters (selected 
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from the total 21 parameters used for MDA) which significantly influence the financial performance of HFCs 
has been derived. Yet another paper by Manoj P K (2010) [17], ‘Financial Soundness Housing Finance 
Companies in India and Determinants of Profitability: A ‘CAMEL’ Approach along with ROE 
Decomposition Analysis’ published in International Journal of Business Policy & Economics has employed 
the methodology of ‘CAMEL’ ranking along with ROE decomposition analysis to identify the determinants of 
profitability of HFCs. A research paper by Manoj P K (2011) [22], ‘Determinants of Profitability of 
Housing Finance Companies in India and Strategies for Competitiveness: a Multiple Partial Correlation 
Approach’ in International Journal of Business Intelligence and Management has suggested competitive 
strategies for various groups of HFCs with the help of the basic parameters that significantly influence the 
respective groups of HFCs.  

A joint research paper by Hrushikesh Mallick & Mantu Kumar Mahalik (2015)[5] ‘Factors determining 
regional housing prices: evidence from major cities in India’, in Journal of Property Research has sought to 
identify the factors determining the housing prices with respect to 15 major cities in India using data relating to 
16 Quarters (4 years, 2010 to 2013). It has been noted that fundamental factors are more significant than 
speculative factors. In a research paper by Manoj P K (2015) [25], “Socio-Economic Impact of Housing 
Microfinance: Findings of a Field-based Study in Kerala, India”, published in International Research 

Journal of Finance and Economics, the reasons for the failure of ‘Bhavanashree’ – the HMF initiative of the 
Government of Kerala have been studied in detail. The author suggests strategies for effective implementation 
of HMF projects based on the “learning from the failure of ‘Bhavanashree’ project” in Kerala. The research 
report by the agency IFMR (2015) [8] entitled as Affordable  Housing Finance Sector: Overview makes a 
detailed analysis of the need, relevance and significance of affordable housing in India in the context 
when the national goal of ‘Affordable Housing for All by 2022’ is implemented by the Government of India. 
The crucial role that HFCs have to play in this context is specially noted in the IFMR report. The fact that 
there is a gradual re-emergence of HFCs since 2013, thus overtaking the CBs in growth rate and 
significantly improving their market share has been specifically pointed out. In a paper by Manoj P. K. 
(2015) [23], “Deterrents to the Housing Microfinance: Evidence from a Study of the Bankers to 
‘Bhavanashree’ in Kerala, India”, in International Research Journal of Finance and Economics, the major 
problems associated by the bankers in financing ‘Bhavanashree’, the HMF initiative of the Government of 
Kerala, has been dealt in detail. Various issues like the unclear land tenure, fragile institutional framework of 
the HMF and its parent (mentor) ‘Kudumbashree’ etc. have been studied in detail. Suggestions have been 
made to the Government based on the findings of the study, for the purpose of enabling more meaningfully 
implement HMF initiatives in the future, ‘Bhavanashree’ initiative being more or less a failure. In a research 
article by Manoj P K (2015) [24], “Housing Microfinance: A Study on Quality, Cost and Default Rate 
with Respect to ‘Bhavanashree’ in Kerala”, in International Research Journal of Finance and Economics, 
a detailed and critical study of the asset quality, administrative (transaction) costs, and default rates in respect 
of the HMF initiative of the Government of Kerala ie. ‘Bhavanashree’ has been made. Suggestions are 
made for more effective implementation of HMF projects by the Government. Another paper by Manoj P K 
(2016) [26], “Real Estate Investment Trusts (REITs) for Faster Housing Development in India: An Analysis in 
the Context of the New Regulatory Policies of SEBI” in International Journal of Advance Research in 

Computer Science and Management Studies has made an exploratory study of the utmost relevance of REITs in 
a developing country like India for promotion of its housing and real estate sector and hence the whole 
economy. BCG (2018) [2] in its report, Digital Lending has sought to highlight the immense opportunity for 
digital lending in India. According to BCG, it is a USD 1 Trillion opportunity over the next 5 years and the 
stakeholders can utilize the same. Industry research agency, India Brand Equity Foundation (IBEF) (2018) [6] 
in its report on Real Estate industry in India has pointed out the tremendous growth prospects of the real 
estate industry in India which is estimated to attain the size of  USD 1 Trillion by 2030. Its estimated size as of 
2019 is 3.7 Million Square feet and it is the fourth largest sector in terms of FDI flows. Rapid urbanization, 
growing affordability, and Governmental commitment to attain ‘Affordable Housing for All’ etc. brighten the 
prospects of India’s real estate sector.   

In view of the foregoing discussions, it is noted that though there are a number of studies on housing 
finance, studies on retail banking by banks with a focus on housing finance are scarce; an exception being the 
study by Manoj P. K. (2003) [13] ‘Retail Banking: Strategies for Success in the Emerging Scenario’ in IBA 

Bulletin. This study is by and large a re-look into the study of Manoj P. K. (2003) [13], after a long period of 15 
years.  
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5. Methodology of the Study
The present study is descriptive-analytical as well as exploratory in nature. The study is descriptive to the extent
that it describes the developments in the field of retail banking in India, with a focus on housing finance. The
paper is analytical too as it seeks to analyze the need for focusing on retail banking, particularly housing
finance segment within it, so as to tide over the present slump in the banking sector as well as the whole
economy. The study is based primarily on secondary data from authentic sources like RBI, NHB, and CRISIL.

6. Current Status of Indian Economy, Housing Situation and Employment
There is a steadily falling trend in respect of GDP of India over the last few quarters and this is very prominent
since the fourth quarter of 2016 (Q4, 2016) (Figure I) and this falling trend is likely to continue in FY 2019 also.

Figure I: Real GDP Growth Rate in India: A Clearly Declining Trend Since Q4 2016. 

Source: CRISIL (Sept. 2018) [3] 

Housing shortage is a reality in India even after 70 years of her independence. Though there is a gradually 
declining trend in housing shortage in rural India, it is still acute in urban areas of the nation and is showing a 
generally growing trend over the years. (Figure II).  

Figure II: Housing Shortage in India – Rural and Urban. 

Source: IBEF (July 2018) [9] 
Urban housing problem in India growing because of the growing urbanization in the country. (Figure III). The 
national goal of ‘Affordable Housing for All by 2022’ gives another dimension to the urgent need for solving 
the growing urban housing problem.     

Figure III: Urbanization in India – Steadily Growing Trend. 

Source: NHB (2018) [33] 
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Regarding the nature of urban housing shortage in India, it is noted that vast majority of those who require 
houses in the urban areas (as high as 80 percent) are suffering from congestion and hence they need new houses. 
Another significant group of 12 percent of them are living in obsolescent houses. Of the rest 8 percent, 5 percent 
are living in non-serviceable katcha houses and the balance 3 percent are in home-less condition. The above 
situation relating to the urban housing condition in India points to the need for special attention to solving 
problems associated with housing congestion in urban areas.  (Figure IV).     

Figure IV: Real Estate Prices across Eight Major Cities in India 

Source: NHB (2018) [33] 

There is a constantly falling trend in the real estate prices across eight major cities in India (Figure V). This 
suggests that major cities in India have almost saturated as far as housing and residential real estate 
development is concerned.  

Figure V: Real Estate Prices across Eight Major Cities in India 

Source: Knight Frank and Economic Survey 2016-17; Adapted from, NHB (2017) [33] 

 In spite of the general slump in the housing development sector in India, it is noted that there is slight 
improvement in the growth rate of housing loan disbursements, this being primarily because of the growing 
demand in Tier II and Tier III cities. This suggests that now housing projects focus more on suburban sites (Tier 
II and III cities, instead of Tier I) as there is growing demand and relatively lower costs. (Figure VI).   
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Figure VI: Housing loan disbursements are slowly picking up since FY 2017 

Source: CRISIL (Sept. 2018) [4] 

The general slump in the construction industry in India, which includes primarily the housing construction 
industry affects the employment creation in the country because construction is one of the most labour-intensive 
sectors and it requires as high as 12 workers to produce Rs. 1 million worth output. Deceleration in housing 
construction sector hence would adversely influence the employment generated in the country. Or, in other 
words, promotion of housing construction in India has a vital role (Figure VII).  

Figure VII: Deceleration in Labour-Intensive Construction sector affects Employment 

Source: CRISIL (Sept. 2018) [3] 

7. Relevance of Promoting Retail Credit by Banks, particularly Housing Finance

The Mortgage to GDP ratio in India is still at a very low level of about 10 percent, though the same has been
gradually growing over the years. The case of India in this regard is one of the lowest in the whole world. This
fact points to the fact that there is enough scope for the housing and real estate sector in India to grow. In order
to catch up with a nation like China also, India has to almost double its present mortgage to GDP ratio, as the
current mortgage to GDP ratio in China is as high as 18 percent as against 10 percent in India. The national
commitment towards attaining ‘Affordable Housing for All by 2022’ gives another impetus towards improving
the very low mortgage to GDP ratio in India. In a period of economic slowdown as faced by India at present,
banks and other players like NBFCs have the responsibility to focus on housing finance for their own growth as
well as the wellbeing of the shelter-less masses and the national economic development. (Figure VIII).
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Figure VIII: Mortgage to GDP Ratio of India (2012) vis-a-vis Selected Other Countries 

Source: CRISIL (Sept. 2018) [3] 

Housing investments help not only the respective individuals directly but the socio-economic development of 
the whole nation as well. So, governmental policies on housing have vital impact on the national economic 
development besides the social and familial wellbeing of the citizens. Because of this fact housing is often 
called the growth engine for developing nations like India. Given the low mortgage to GDP ratio in India of 
about 10 percent which is one of the lowest in the whole world, there is enormous scope for the housing finance 
sector to grow in India. Retail credit, particularly housing loans portfolio within it, has got the capacity to 
generate more demand by way of creating multiplier effects because of its vast linkages with nearly other 300 
allied industries. Besides a basic necessity of human life, housing is the most prominent activity under the 
construction sector which in turn accounts for over 50 percent of the developmental outlays of the government. 
A HUDCO-sponsored study to assess the impact of housing investments on employment and GDP has noted 
that housing sector ranks third among the major 14 sectors in India  in terms of linkage effects with other 
sectors of Indian economy. It is reported that in respect of income multiplier housing sector ranks fourth and 
that it is ahead of other sectors like transport and agriculture. It is reported that unit rise in final expenditure on 
housing would create additional income of nearly 5 times. So, housing sector in India plays a major role by 
contributing to employment and income generation.  

In India, the two major players in the housing finance market are Commercial Banks (CBs) and Housing 
Finance Companies (HFCs). The market share of HFCs in India is about 40 percent while that of banks (i.e. 
CBs) is about 60 percent. The chronic issues faced by Dewan Housing Finance Corporation (DFHL) – one of 
the prominent HFCs in India, and the mounting problems with Indiabulls Housing – another major HFC in India 
are just two examples to the multifarious issues that HFCs in India currently face. All the HFCs, both large 
sized as well as the mid-sized and small sized ones, face the problem of dwindling profitability because of 
growing cost of funding, deteriorating asset quality, lower growth rates and hence lower relative market share 
vis-à-vis the banks, and so on. The issues faced by HFCs, like growing borrowing costs, is more in respect of 
HFCs with ALM (Assets Liability Mismatch) issues and/or poor asset quality. Contrary to the case of HFCs, 
banks have better liquidity and hence can focus on lending more to retail credit, particularly housing finance. 
Moreover, in the present scenario of low credit off-take from the banking sector because of the looming 
economic slowdown, focus on retail credit makes better business sense. The relatively low repayment risks 
associated with retail credit products like housing finance makes the above strategy even more meaningful. The 
possibility of effective risk diversification is another advantage of focusing on retail credit. (Figure IX). 

Figure IX: Diminishing market share of HFCs vis-à-vis Banks 

Source: Adapted from CRISIL (2018) [3] 
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The growth prospects of the sector, especially in the Tier 2 and Tier 3 cities are high. However, a sudden 
increase is not anticipated in the near future (CY-2019 or 2020). Rather, a stable trend or marginal increase 
alone is estimated. This is because the sentiments of the buyers are yet to become positive. Given the mounting 
problems faced by the NBFCs in general and HFCs in particular, the presence of Commercial Banks (CBs) in 
the housing finance arena is going to be higher, and so also their market share. So, the responsibility of CBs 
towards attaining the national goal of ‘Affordable Housing for All by 2022’ too has increased. As already noted, 
it is widely recognized that Indian economy is facing a marked slowdown today. The vast linkage effects of 
housing investments result in investments in allied sectors through multiplier effects. This would help revival of 
this economy from the present slump. The ability of this sector to generate employment is vitally significant 
here.  

8. Strategies for Sustained Growth of Retail Credit, particularly Housing Finance
Given the national goal of ‘Affordable Housing for All by 2022’ in India, let us now try to design the medium
term strategy for the banks that can take care of the above national goal and at the same time help tide over the
present situation of economic slowdown. Irrespective of the fact that whether the economic slump is cyclical or
structural in nature, investment in housing can act as a suitable remedial strategy. So, promotion of retail credit
by banks, particularly housing credit is meaningful, especially when we consider the vast linkages of housing
industry with not less than 269 other industries. Investment in housing can kick-start many a recession-hit sector
in the economy and is a top employment generator also. Hence, the medium term banking strategy should be
that of ‘retail credit with housing finance thrust’.

Another vital need for the banking strategy is that of ICT integration. ICT ensures better competitiveness, 
significantly improve operational efficiency by reducing cost, and can enable better customer service also. 
Modern ICT-based tools like data mining can be of immense use because of their ability to generate relevant 
knowledge from large amounts of unorganized business data. Moreover, given the imminent invasion by the 
financial technologies (Fin-Tech) companies and also the ever growing expectations of today’s discerning 
customers, banks have to constantly innovate their products and services, particularly in respect of the retail 
banking portfolio. Here, ICT acts as the means (enabler) and also the end. So, from the viewpoint of 
competition too ICT integration at all levels, especially in respect of retail credit, is an imperative for the 
survival and growth of the banks.  

Public sector banks (PSBs) and Old Private sector Banks (OPBs) have to pay more attention to ICT adoption 
because they often lag behind the New generation Private sector Banks (NPBs) and Foreign Banks (FBs) in ICT 
adoption. This in turn enables them to catch up with NPBs and FBs in customer service and operational 
efficiency; especially in respect of retail credit wherein customer service and control of operating costs are 
vitally significant.  

There is another reason for the PSBs to take special interest in retail credit. As consolidation process is going on 
among the PSBs, the only feasible strategy that can ‘keep them moving’ in the short and medium terms is that 
of focusing on retail credit with due respect to ICT integration and constant product innovations. Focusing on 
large corporate or industrial advances or on project financing by these PSBs which are already heavily burdened 
with the issues of bad-debts (NPAs) and falling profitability and productivity will not at all be sensible in the 
short or medium term. Identifying their synergies and designing suitable business models would require some 
more time during which they can focus on retail credit.  

Use of advanced ICT platforms that can support competitive tools like data mining and knowledge discovery is 
very desirable for any progressive bank for its survival and growth. Such platforms enable high level of 
customer engagement and facilitate targeting different customer segments with tailor-made products. Modern 
payment technologies like RFID (Radio Frequency Identification) need to be adopted to remain competitive in 
the market. ICT investments, further, should focus on improving responsiveness, resiliency and enterprise-wide 
collaboration. Strategic tie-ups and resource sharing among the banks can bring in enhanced efficiency in the 
use of technology. This is especially relevant for the PSBs which are undergoing consolidation.  

Customer centricity has a vital role to play in banking industry in the future. Sustainable business models that 
ensure continued customer loyalty or long term relationships have to be followed consistently by all banks, 
including ‘traditional’ banks like PSBs and OPBs. Owing to their ‘high-tech’ nature, NPBs and FBs are ahead 
in this regard. 

Because of the fast advances in ICT and also the discerning nature of modern customers, innovation of all types 
on an ongoing basis is a vital for retaining and attracting the customers. So, each and every product needs to be 
designed meticulously based on a clear understanding of the customer’s quality value proposition. Banks need 
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to focus on specialized customer segments, as a ‘one-size-fits-all’ policy no longer appeals the customers of 
today’s globalized markets. To identify the target customer segments banks have to adopt scientific market 
research studies and use advanced ICT tools like data mining. 

Given the discerning nature of modern customers, provision of more high technology (Hi-Tech) products and 
delivery channels is an imperative for survival and growth of any bank, rather than a choice. The growing trend 
in computer literacy and the ever-growing affinity to modern products among the younger generation make the 
above strategy more meaningful. Also, it is essential to effectively defend the threat by specialized (niche) 
players, including the Fin-Techs which are growing fast.  

With growing adoption of ICT-based applications, there are mounting trend in scams, information/cyber 
security issues, data leakages, frauds etc. So, setting up robust systems for risk management relating to 
information/cyber security should be a top priority for all banks.     

From the part of the Government, it is advisable if it encourages a dynamic secondary market for housing 
finance, like, residential mortgage backed securitization (RMBS) is yet to emerge in India. The Government has 
to facilitate a vibrant RMBS market in India so that it acts as a new source of finance for the housing sector, 
particularly for the HFCs which are grappling with liquidity problems. Equally important is the need to promote 
the real estate investment trusts (REITs) in India. This in turn would promote the commercial real estate 
directly; and residential real estate too, but indirectly. Conscious efforts for encouraging the market innovations 
like RMBS and REITs are required in India for housing development. Special focus on residential REITs (those 
focusing on residential buildings) is an urgent need.     

Whatever is the level of ICT adoption, any banking service needs to have a human touch in order to be holistic 
and comprehensive. This ‘human factor’ in banking services must ensure adequate customer touch points for all 
products by way of meticulous planning.   

All the above strategies have direct impact on the technological platform of the respective banks. A few other 
relevant strategies that can ensure superior performance of banks include, inter alia, enhanced transparency and 
strict corporate governance, enlarged accountability, adoption of international standards in accounting and 
reporting etc. More flexibility in human resource management (HRM) policies is required, especially for the 
PSBs and OPBs. This enables low cost and more flexible labour options (like, off-shoring). Besides, provisions 
to attract and retain the talent are required, which in turn may need more functional autonomy for the banks.     

Concluding Remarks 

In spite of issues like growing NPAs, need for recapitalization etc., particularly for the PSBs in India, it may be 
noted that still Indian banking system is adequately stable, resilient and reasonably equipped to comply with 
global regulatory norms. When NBFCs (including HFCs) are grappling with problems of liquidity, asset-
liability mismatch, falling profitability and so on, banks in India are still healthier and more stable. However, 
banks in India have to play a greater role in the current situation of the country that is characterized by 
economic slowdown. Almost every sector in Indian economy is facing a slump, and the growingly worsening 
case of NBFCs (including HFCs) is no exception here.     

Notwithstanding the fast growth of digital transactions in India, regarding ICT adoption by banks in India, there 
appears to be good scope for improvement, particularly in respect of PSBs – still the backbone of the Indian 
banking system, in spite of their losing prominence. In fact, ICT upgradation and consolidation in banking 
industry are mutually reinforcing in nature and results in significant cost savings for the respective banks, which 
are mostly the PSBs. Need for restructuring the banks by adopting stronger customer orientation with robust 
technological platform assumes vital significance today. The recent governmental policies are all in the right 
direction. Focus on retail credit products like housing finance ensures better credit off-take during this 
slowdown phase and will also enable gradual recovery of the whole national economy because of the vast 
linkage effects. ICT adoption makes the whole process as above more cost-effective, transparent and customer-
friendly. 
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Introduction 

In the present work environment, work-life imbalance is the main topicof debate among the 

employees. In the present environment, filled with personal, official and social responsibilities, 

imbalance between these personal, official and social commitments has become an important 

issue. This imbalance has highly affected the employees in the banking sector. If a bank 

employee attempts to accomplish the demands in work-life, he/she will have to sacrifice his/her 

personal, family and social life to a great extent. Work is the crucial element in present day life. 

So an employee cannot reduce the work related activities for the sake of family life. Work-life 

imbalance influences the employee’s family life. It affects the form of mental and physical stress. 

Such family-life problems generateproblems in official life. Work-life balance studies are one of 

the demanding areas in this century. Many research works are done on work-life imbalance in 

different industries. Many suchstudies have already been done in the banking industry. There is a 

lack of comparative studies in the area of public, old and new generation private sector banks.  

At present, a reasonable number of bank employees, specifically officers, are facing 

work-life conflict in the form of mental and physical strain and are struggling to find useful time 
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for their children and other family needs.  Majority of the employees have to ignore the personal 

commitments towards family due to the heavy workload in Bank. They also neglect their 

commitments in social life. This work-life imbalance forces the employees and this results in low 

productivity, job burnout etc. This study tries to describe the factors affecting the work-life 

imbalance using collected data from selected 550 public and private sector bank employees in 

Kerala using questionnaire.   

In this research paper, the demographic profile of the selected public and private sector 

bank employees in Kerala and the factors influencingtheir work-family-life imbalance is 

presented. 

Objective 

The main objective of the paper is to examine the factors affecting the Work-life imbalance of 

the employees of public and private sector banks in Kerala  

Methodology 

Primary data have been used for this study, which are collected from 550 selected 

employeeswith a well-designedquestionnaire, the employees were selected by applying Multi-

stage random sampling method. 

Tools 

The collected data were analysed with appropriate statistical methods such as Friedman test and 

Multiple discriminant analysis.  

Demographic Profile of Bank employees  

The profile of sample explaining the occupational and personal features of bank employees is 

presented in the table given below. 
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Table 1: Occupational and personal profile of bank employees 

Categories Frequency Percent 

Type of bank 

Public Sector 300 54.5 

Old Private Sector 150 27.3 

New Private Sector 100 18.2 

Total 550 100 

Name of the Bank 

SBI 240 43.6 

Canara 60 10.9 

Federal 90 16.4 

South Indian 60 10.9 

ICICI 50 9.1 

HDFC 50 9.1 

Total 550 100 

Designation 

Senior Manager 120 21.8 

Junior Manager 195 35.5 

Clerk cum cashier 235 42.7 

Total 550 100 

Experience 

below 5 years 145 26.4 

5–10 174 31.6 

10–15 62 11.3 

15-20 38 6.9 

20 & above 131 23.8 

Total 550 100 

Location 

Urban 146 26.5 

Semi urban 366 66.6 

Rural 38 6.9 

Total 550 100 

Distance between Residence to 

branch 

below 10 km 250 45.5 

10-20 147 26.7 

20 & above 153 27.8 

Total 550 100 

Number of hours worked per day 

7 hrs 95 17.3 

7-9 240 43.6 

above 9 215 39.1 

Total 550 100 

No. of transfers in service 

Nil 54 9.8 

1-2 160 29.0 

3-5 200 36.4 

6-7 52 9.5 

above 7 84 15.3 
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Total 550 100 

Age below 30 147 26.7 

30 – 40 198 36.0 

40  - 50 96 17.5 

50 & above 109 19.8 

Total 550 100.0 

Gender Male 327 59.5 

Female 223 40.5 

Total 550 100.0 

Qualification upto Degree 197 35.8 

PG 230 41.8 

Professional 123 22.4 

Total 550 100.0 

Place of stay Urban 128 23.2 

Semi Urban 332 60.4 

Rural 90 16.4 

Total 550 100.0 

Type of family Joint 183 33.3 

Nuclear 367 66.7 

Total 550 100.0 

Marital status Married 467 84.9 

Unmarried 83 15.1 

Total 550 100.0 

Spouse employment Yes 357 76.4 

No 110 23.6 

Total 467 100.0 

Spouse employment type Govt 112 31.4 

Bank 103 28.9 

Professional 21 5.9 

Private 101 28.2 

Abroad 20 5.6 

Total 357 100 

Number of children Nil 82 17.6 

1 153 32.8 

 2 206 44.0 

More than 2 26 5.6 

Total 467 100.0 

Number of dependents Nil 158 28.7 

1 125 22.7 

2 121 22.0 

More than 2 146 26.6 

Total 550 100.0 
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Table 1 exhibits the profile of the sample respondents (employees) selected for the study. As per 

the table, while 54.5 per cent of the respondents belong to Public sector banks, 27.3 per cent 

belong to old private sector and the remaining 18.2 per cent belong to new generation private 

sector banks. Bank wise classification reveals that 43.6 per cent from SBI, 16.4 per cent from 

Federal bank, 10.9 per cent each from Canara bank and South Indian bank, 9.1 per cent each 

from ICICI and HDFC banks. Designation wise classification shows that 42.7 per cent are clerk 

cum cashier, 35.5 per cent are junior managers and 21.8 per cent are senior managers. 

Experience wise classification describes that 31.6 per cent of employees have 5-10 years of 

experience, 26.4 per cent have less than 5 years, 23.8 per cent have 20 and above years, 11.3 per 

cent have 10-15  years and 6.9 per cent having 15-20 years of experience in banking. It is 

observed that 66.6 per cent of employees working in semi urban branches, 26.5 per cent in Urban 

and 6.9 per cent in rural branches. Distance between residence to branch wise classification 

indicates that 45.5 per cent are staying within less than 10 KM distance, 27.8 per cent in 20 and 

above distance and 26.7 per cent in 10-20 km distance. Working hours wise classification reveals 

that 43.6 per cent are working 7-9 hours daily, 39.1 per cent working more than 9 hours and 17.3 

per cent working 7 hours. Number of transfer wise classification shows that 36.4 per cent were 

transferred 3-5 times, 29 per cent transferred 1-2 times, 15.3 per cent transferred more than 7 

times and 9.5 per cent transferred 6-7 times. 9.8 per cent not yet transferred.  Age wise 

classification reveals that 36 per cent are in 30-40 age group. 26.7 per cent below 30, 19.8 per 

cent in 50 and above and 17.5 per cent in 40-50 age group. 59.5 per cent of sample employees 

are male and 40.5 per cent are female. Qualification-wise classification shows that 41.8 per cent 

are post-graduates, 35.8 per cent upto graduation and 22.4 per cent professionally qualified. 60.4 

per cent of sample employees stay at semi urban area, 23.2 per cent in urban and 16.4 per cent in 

rural area. Type of family-wise classification describes that 66.7 per cent come from nuclear 

family and rest 33.3 per cent from joint family. 84.9 per cent are married and 15.1 per cent are 

unmarried. Spousesof 76.4 per cent of married employees are employed and 23.6 per cent are 

unemployed. Among employed spouses 31.4 per cent are in Government sector, 28.9 per cent in 

Banking sector, 28.2 per cent in private sector, 5.9 per cent are professionals and 5.6 per cent are 

abroad. 44 per cent of married employees have 2 children, 32.8 per cent have one child and 5.6 

per cent have more than 2 children. 17.6 per cent have no child. Dependent wise classification 
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shows that 26.6 per cent have more than 2 dependents, 22.7 per cent have one dependent and 

22.0 per cent have 2 dependents. 28.7 per cent have no dependents.   

Dominant reasons for the discomfort in workplaces. 

Out of the total 550 respondents 492 opined that they are facing discomfort in their workplace. 

Seven causes were identified, viz., heavy work load, overtime work, lack of support from 

superiors, lack of support from management, lack of support from colleagues, stress induced by 

customers, lack of job freedom. The mean rank computed from the rank preferences of selected 

employees are given below.  

Table 2 Mean ranks for the causes of discomfort in workplace 

Mean Rank 

Heavy work load 1.95 

Overtime Work 2.66 

Lack of support from superiors 4.88 

Lack of support from management 4.91 

Lack of support from colleagues 5.85 

Stress induced by customers 3.61 

Lack of job freedom 4.14 

Table 3 Test Statistics
a 

(Friedman Test)

N 492 

Chi-Square 1181.466 

df 6 

Asymp. Sig. .000 

a. Friedman Test

As per Table 2; it is clear that Heavy workload has a mean rank of 1.95 which is the lowest mean 

rank in the matrix. As rank 1 should have the lowest mean, it may be observed that heavy 
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workload is the dominant factor which creates more discomfort among the bank employees in 

the workplace. Further the mean rank variation is tested by using Friedman test, and it was found 

that the value of the Friedman Chi-square is found significant at 5 per cent level. So it is clear 

that overtime work has a mean of 2.66 which is the second lowest rank in the matrix. Therefore it 

may be observed that overtime work is the second dominant factor which creates discomfort 

among the bank employees in the workplace.  

Discriminant analysis between public sector and private sector banks 

Discriminant analysis is the method used to find out the most critical factor which generates the 

maximum work-family-life imbalance to the public and private sector bank employees. The 

factors affecting the work-family-life imbalance are explained below.  

1. Indifferent Customers’ approach

Different types of customers visit the bank daily. Some of them react emotionally. Some of the 

branches have no token system in these branches some customers are reluctant to follow the 

queue system which creates problems. Some customers have lack of knowledge in filling the 

various forms. Use of mobile phones and asking doubts by the customers in the time transaction 

also makes problems. Improper arrangement of currencies affects the time management of the 

employees. Managing some of the premium customers is difficult.  

2. More Number of customers

The number of customers visiting the branch every day is more than the manageable size. Some 

of the customers have more than one transaction like deposit, withdrawal, passbook entry, 

NEFT, draft etc. Transactions related to some consumers are time consuming. Bank management 

is not ready for a proportionate increase in staff.  

3. Nature of the job

Some employees cannot control their emotions when customers become emotional. Work related 

complexities, large queue and targets create tension to some employees. Customers’ noise leads 

to loss of concentration of some employees. Fear of committing mistakes in transactions and 

fake currencies also creates problems. 

4. No Clarity in Job
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Actual work is not according to the work schedule. There is lack of clarity in the procedures of 

work allotted. Duty allotted to others is shifted to the employees without consent. Suggestion of 

new ideas create work pressure.  

5. No Control over the work

Employees cannot control the overcrowding of customers, work schedule and taking leave. It is 

difficult to take leave in emergencies due to heavy workload. Employees spend more hours to 

complete a target. Due to shortage of time and excess of work, sometimes the employee fail to 

complete the work perfectly. They have no control over the work time and lunch break. The 

employees have to work more time than they are expected to.  

6. No Sharing of job

Employees are forced to do the job even when they are sick. Their work builds up when they or 

others take leave.  

7. Lack of Team work

There is a lack of proper clarification mechanism. Management does not promote group work 

culture. There is also a lack of sufficient co-operation, team spirit and personal relation between 

employees.  

8. No support from subordinates/colleagues

Some of the subordinates/colleagues are not cooperative, not ready to take additional 

responsibility and not ready to inculcate the changes in work. Some of the subordinates or 

colleagues approach in silly matters for clarification. Inefficiency of subordinates or colleagues 

also affect the work. 

9. Negative Approach of top management

Employees have to face unwanted criticism and face criticism when they fail to achieve the 

target. They also face partiality from top management. Employees have no say if problems arise. 

There is a lack of appreciation even when targets are achieved. Top management is not 

empathetic towards employees. Sufficient staff is not provided for completing an assignment. 

Top management allot tasks in the area where employees have no control. They also allot tasks 

to employees without sufficient resources. Transfer and promotion norms are not applied always. 

Employees are not appreciated when the branch achieves good results. 

10. Indifferent attitude of Superiors
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Some superiors criticize the employees in front of subordinates or customers. Superiors do not 

allow the employees to take leave in emergency situations or leave the office early in emergency. 

Superiors unnecessarily interfere in the subordinates’ work. Superiors do not understand the 

personal problems of subordinates. Inefficiency of superiors sometimes influences the work of 

employees.   

11. Ineffective communication

Sometimes superiors are not ready to hear employee grievances and do not understand the work 

related problems. They are not ready to accept the explanation given by the employees.  

12. Difficulty of Time Management

Work schedule is rigid. Employees work beyond working hours. They do not get enough time 

for lunch and primary needs. They cannot get sufficient time for self-development and can’t 

avail the permitted leave.   

13. Negative attitude of family

Family members’ complain on employee’s non availability during festivals and for pleasure 

trips. Children complain on non-supporting for their education. Spouse complaints on non-

support in household activities. Parents blame employees for not giving sufficient care. 

Relatives’ complain on non-availability in family get-togethers. Family members are not 

satisfied in the employee’s support in their health related matters.  

14. Mental strain (stress)

Some employees become mentally stressed when the counter is overcrowded.  Some employees 

are tensed to handle money. Customer ire negatively affects the mental health of employees. 

Some employees are always depressed when the work is tedious. 

15. Physical strain

The employees face the health problems like increase in blood pressure, persistent headache, 

regular backache, lack of sleep, increase in cholesterol levels, stomach upsets, eye sight problem 

and spondylosis.   

16. Occupational stress

Employees have to perform multiple tasks and work more because of non-performance of 

another staff.  There is mismatch between the authority and the work of the employees. Others 

interfere in the mode of work of the employees. Some employees feel the job is boring and 
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monotonous. Employees think that their salary is too low compared to the amount of work. They 

also feel that they are not getting opportunities to use their skill and expertise 

The output of discriminant analysis for identifying the critical variable is presented in tables 4, 5 

and 6.  

Table 4 Wilks' Lambda  

Test of Function(s) Wilks' Lambda Chi-square df Sig. 

1 .865 54.439 16 .000 

Table 5 Functions at Group Centroids 

Public/ Private Function 

1 

Public -.326 

Private .478 

Unstandardized canonical discriminant functions evaluated at group 

means 

Table 6 Standardized Canonical Discriminant Function Coefficients 

Function 

1 

Indifferent Customers Approach .270 

More Number of Customers -.209 

Nature of The Job .112 

No Clarity in Job .010 

No Control over the Work .218 

No Sharing of Job -.090 

Lack of Team Work .579 

No Support from Subordinates/Colleagues .587 

Negative Approach of Top Management -1.259

Indifferent Attitude of Superiors .204 
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The factors affecting the work-life conflict among the employees of public and private sector 

banks is explained by applying multiple discriminant analysis. The statistic of discriminant 

analysis, the Wilks lambda characterized by the Chi-square is found significant (Wilks' Lambda 

0.865 with Chi-square 54.439, P < 0.05). So the model is found valid for interpretation. The 

output also gives a centroid matrix, where negative co-efficient is belonging to public sector 

banks, while positive co-efficient is for private sector banks. From the standardized canonical 

discriminant function it may be seen that the highest negative co-efficient is – 1.259, the negative 

approach of top management and second highest negative co-efficient is -0.489, the occupational 

stress. But the highest positive co-efficient is 0.587 for no support from subordinates or 

colleagues and second highest positive co-efficient is 0.579for lack of teamwork. Therefore, it 

can be concluded that in public sector banks, the negative approach of top management and the 

occupational stress and in private sector banks,lack of support from subordinates or colleagues 

and lack of teamwork are the critical factors andthese factors create more work-family-life 

imbalance among the employees in these two banking sectors. 

Findings 

1. More than half of the employees work in Public sector banks and more than 1/4
th

 of the

employees belong to old private sector banks. 2/5
th

 of the employees belong to State Bank of

India and 1/6
th

 belong to Federal Bank. 2/5
th

 of the employees are clerk cum cashiers and 1/3
rd

are junior managers. Around 1/3
rd

 of the employees have experience of 5-10 years and 1/4
th

 are

new entrants. 2/3
rd

 employees working in semi urban branches and 1/4
th

 are in urban branches.

Nearly half of the employees stayed within less than 10 KM distance. 2/5
th

 of the employees

working 7-9 hours and another 2/5
th

 working over 9 hours. 1/3
rd

 of employees transferred 3-5

times and nearly 3/10
th

 transferred 1-2 times. More than 1/3
rd

 of employees belongs to 30-40 age

Ineffective Communication .055 

Difficulty of Time Management -.272 

Negative Attitude of Family .196 

Mental Strain (Stress) -.075 

Physical Strain -.150 

Occupational Stress -.489 
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group and 1/4
th

 belongs to below 30 age group. Majority of the employees are male. 2/5
th

 of

employees are post-graduates and 1/5
th

 are professionally qualified. More than half of the

employees stay in semi-urban area. 2/3
rd

 employees are from nuclear families. More than 4/5
th

 of

employees are married. 3/4
th

 of spouse are employed. Nearly 1/3
rd

 of spouse are employed in

Government, bank and private sector each. 2/5
th

 employees have 2 children and 1/3
rd

 have one

child. 1/4
th

 of employees have 2 dependents and 1/4
th

 of employees have no dependents.

2. Heavy workload has the lowest mean rank. Heavy workload is the most dominant factor

which creates more discomfort among the bank employees in the workplace.So bank employees’ 

main workplace problem is heavy workload.  

3. Overtime work has the second lowest rank in the matrix. Overtime work is the second

dominant factor which creates discomfort among the bank employees in the workplace. Besides 

heavy workload, bank employees face the problem overtime work.  

4. Negative approach of top management and the occupational stress create more work-

family life imbalance among the employees in public sector bank. The approach of the 

management towards employees is not employee-friendly and it negatively affects the work-life 

balance. Work related stress also affects the work-life balance of employees. 

5. Lack of support from subordinates or colleagues and lack of teamwork create more work-

family life imbalance among the employees in private sector banks. Employees work towards 

personal achievements and gains. But peer support and team work are not adequate enough.  

Conclusion 

In this research paper the work-life balance of public and private sector bank employees has been 

under study. Here, the main problems faced at the workplace by the employees of both public 

and private sector banks and the critical factors which create work-life imbalance among them 

are identified. There are various factors creating discomforts among the employees in both public 

and private sector banks. Among these problems heavy workload and overtime work are the 

most critical factors that create discomfort to the employees in the workplace. There are various 
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factors which create work-life imbalance among employees. Some factors affect the work-life 

imbalance of public sector employees and some others affect the private sector employees. 

Among these, the negative approach of top management and occupational stress are the factors 

critical to public sector bank employees and no support from subordinates or colleagues and lack 

of teamwork are critical to the private sector bank employees for their work-family life conflict.  
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FOOD AND FEEDING HABIT OF HETEROPNEUSTES FOSSILIS (BLOCH) OF VELLAYANI
LAKE, KERALA, INDIA
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Abstract
The stinging cat fish Heteropneustes fossilis,( Bloch) is an important fish occurs in freshwater bodies like pools,
tanks, lakes, streams and rivers. The present investigation is on the food and feeding habits of the stinging cat fish
Heteropneustes fossilis,( Bloch)of the Vellayani Lake (8"24’09" - 8"26’30" N; 76°59'08"-76°59’47" E),
Thiruvananthapuram, Kerala. The study revealed that the fish is omnivorous; feeding predominantly on animals
(49.13%) followed by plant components (32.71) and inorganic particles sand and mud (18.12%). The major
preferred animal components were copepods (13.42%), cladocerans (10.49%), ostracods (8.65%), insects
(6.81%), fishes (5.79%) and gastropods (4.01%). Plant components were represented by Oedogonium, Closterium,
Cladophora, Ulothrix and diatoms. The young ones were more active feeders than the larger size groups. The
consistent occurrence of sand and mud in the stomach throughout the study period indicates that the species is a
bottom grazer as well. Variation in the diet according to the size of fish indicates small changes in the preference
of food items in different size categories which may favour to avoid direct competition for food between the smaller
and larger size groups.

Key Words: Heteropneustes Fossilis, Vellayani Lake, Feeding Intensity, Stomach Contents.

Introduction
The stinging cat fish Heteropneustes fossilis (Bloch) is an indigenous fish of South- East-Asia, occurs in
freshwater bodies like pools, tanks, lakes, streams and rivers. It is an air-breathing fish containing pharyngeal lungs
as accessory respiratory organs which enables it to tolerate low oxygenated and eutrophicated water bodies. The
fish is not only recognized for its delicious taste and market value but is also highly esteemed from nutritional and
medicinal properties of view (Chakraborty and Nur, 2012).  It is considered as a valuable food fish species and
recommended as diet for the sick and convalescents. Being a lean fish it is very suitable for people for whom
animal fats are undesirable (Rahman et al., 1982; Khan et al., 2003). But in recent years, the fish has become
gradually been endangered as the natural habitats and breeding grounds of this fish has been severely degraded due
to over exploitation, ecological changes, reduction of water bodies, application of pesticides in rice cultivation,
release of chemical effluents from industrial plants and hydrological changes due to construction of flood control
infrastructure (Kohinoor et al., 2012).

Fishes consume different kinds of food and they differ greatly in the nature of food they consume. It is well known
biological and ecological fact that food of an animal may be directly associated with its feeding habits and habitats.
Knowledge on the food and feeding habits of fishes in an ecosystem will provide an insight in to the ecology and
the life history of the fish. Knowledge on feeding intensity is essential to understand the interrelationship of the
fish in the ecosystem and the effects of environmental changes on the feeding pattern of the fish. Vellayani Lake
(8"24’09" - 8"26’30" N; 76°59'08"-76°59’47" E), the second largest freshwater lake in Kerala state, India, is
located in the outskirts of Thiruvananthapuram, the capital city of Kerala..  It has a water spread area of 450 ha
and is far rich in availability and abundance of the stinging Catfish Heteropneustes fossilis locally known as
‘Kaari’. The present study aimed to investigate the food and feeding habits of Heteropneustes fossilis inhabiting
the Vellayani Lake, Thiruvananthapuram, Kerala.

Materials and Methods
In the present study 128 numbers of live samples of Heteropneustes fossilis of various age groups were collected
by cast net from different parts of the Vellayani Lake during the period December 2017 to May 2018. The total
length and weight of Heteropneustes fossilis used in the present study varied from 18cm to 31.8 cm and 11.94 g to
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216.41 g respectively. After measuring the total length and total weight, the fishes were dissected out and the
stomachs were removed and preserved in 4% formaldehyde solution. Each stomach was emptied into petridish and
examined under microscope. Both qualitative and quantitative analyses of diet were carried out. Attempts were
made to identify the food items up to the possible taxonomic level depending on the state of digestion. The food
contents were assigned semi digested matter status, when the process of digestion made identification impossible.
To analyse the amount of each food item in the gut, the method of Platell and Potter (2001) was modified by
evenly spreading the contents from each stomach in the counting cell chamber and examining under microscope.
Analysis was done using frequency of occurrence and numerical methods as described by Hyslop (1980). In the
frequency of occurrence method, the occurrence of each food item was expressed as the percentage of total number
of stomachs examined. The number of each food item was expressed as the percentage of total number of food
items found in the stomach of all fishes examined.

To assess changes in the diet with fish size, the fishes were categorized into 4 size groups, ranging from 15 – 20
cm, 20 – 25 cm, 25-30 cm and 30 – 35 cm.

Feeding intensity was determined based on the degree of distension of stomach and the amount of food contained
in the stomach. The stomachs were classified as gorged, full, ¾ full, ½ full, ¼ full, trace and empty and the fishes
were classified as actively fed( gorged, full, ¾ full ), moderately fed (1/2 full ) and poorly fed ( ¼ full, trace, empty
). Monthly and length group based determination of feeding intensity was carried out.

Results and Discussion
Food habits and feeding ecology research is a fundamental tool to understand the role of fishes in aquatic
ecosystems since they indicate relationships based on feeding resource. Knowledge on the food and feeding habits
is also helpful for successful fish culture in extensive and intensive systems. Fig 1 shows the composition (mean)
of the diet of Heteropneustes fossilis in the Vellayani Lake. The fish is omnivorous; feeding predominantly on
animals (49.13%) followed by plant components (32.71) and the inorganic components sand and mud (18.12%).
The major preferred animal components were copepods (13.42%), cladocerans (10.49%), ostracods (8.65%),
insects (6.81%), fishes (5.79%) and gastropods (4.01%). Most of these items occurred throughout the samples.
Plant components were represented by phytoplanktons such as Oedogonium, Closterium, Cladophora, Ulothrix and
diatoms. Inorganic particles such as sand and mud and digested materials were present as a major food constituent
throughout the samples.  The high concentration of sand and mud (8.34-13.2%) in the diet of Heteropneustes
fossilis in the present study is indicative of its bottom feeding habits. Sand particles play a significant role in the
diet of fishes of fresh water systems (Bowen, 1981). The fish are able to digest plant material due to the breaking
up of the plant cell by the grinding action of the sand grains (Blaber, 1976) and it has been suggested that the
function of considerable fraction of inorganic particles in the stomach contents is to act as a grinding paste in the
degradation of the plant cell walls in the stomach (Thomson, 1966).

Variation in the diet Heteropneustes fossilis of Vellayani Lake according to the size of fish indicates small changes
in the preference of food items in different size categories which may favour to avoid direct competition for food
between the different size categories of fishes. Percentage of various food items (Numerical % and Frequency of
occurrence %) in various length groups of Heteropneustes fossilis in the Vellayani Lake is presented in Table I.
The frequency of occurrence of plant components decreased from 100% in the smaller size category (15-20 cm) to
68.80% in the larger (30-35 cm) category.  The percentage composition of food items found in the different size
groups of Heteropneustes fossilis showed that the quantity of plant components ( phytoplanktons) decreased from
44.29% (15-20cm) to 20.50% (30-35cm) and the various animal components (%) increased from 44.62 (15-20cm)
to 60.56% in 30-35 cm (Fig.2). Feeding on certain food item at different intensities may be an adaptation to
minimize the intra specific competition for food (Wijeyaratnae and Costa, 1990; Blay, 1995).The smallest length
class selectively feed on insects, copepods and cladocerans among the animal components of the habitat while with
the increase in size diverse animal components entered as their diet. It was also noticed that with an increase in size
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there was a rise in the occurrence of sand and mud particles in the stomach which is indicative of the increased
bottom feeding habit of the fish with the increase in size and age.

Monthly variations in the abundance of food items may be a reflection of the availability of the food in the
environment. Monthly numerical percentage (N %) and frequency of occurrence (F %) of various food items of
Heteropneustes fossilis in the Vellayani Lake is shown in Table II.  During the post monsoon months (December
and January) phytoplankton dominated the food items while zooplanktons and other animal components such as
copepods, cladocerans, insects and its larvae, gastropods, ostracods and fish remains  formed the major
components during the premonsoon (February –May) months. Numerical percentages of plant matter showed a
gradual reduction from 40.20 during December to 20.32% during May.  Most fish species are opportunistic
feeders, feed on a wide spectrum of organisms, but switch mainly on food items abundant at space and time.

Feeding intensity of fish in relation to months and size of the fish was observed between the periods December
2017 to May 2018.  Active feeding (gorged, full, ¾ full) was found in individuals from 30% (December) to 77.7
%( March).The empty stomachs were dominant during December (14.4%) followed by May (11.7%). Moderate
feeding (1/2 full stomach) was observed during all the months and the percentages ranged between 20 (December)
and 47.82 % ( April). The highest percentage of poorly fed fishes was during December (50%). Fig.3 shows
monthly variations in the feeding intensity of Heteropneustes fossilis in the Vellayani Lake.

The percentage of feeding intensity in relation to various length groups is presented in Fig.4. Observation on
feeding intensity in relation to size of Heteropneustes fossilis clearly indicated that as the fish grows in size active
feeding declined. Active feeding was maximum (48%) in fishes of size 15-20cm and the minimum in 30-35cm
(32%). Poorly fed fishes were minimum (20%) in 15-20cm size group and maximum (30.6%) in 30-35cm. The
percentages of empty stomachs increased from 0% (15-20cm) to 35.8 % (30-35cm). Narrow range of variation (32-
39.6%) was found in moderate feeding intensity. Low feeding intensity in large sized fish maybe due to
physiological stress associated with spawning (Sivareddy and Babu, 1989; Zacharia, 2003).

Among the food organisms of Heteropneustes fossilis in the Vellayani Lake, insect larvae and insects occurred in
good numbers almost throughout the period of study. Insect larvae and pupae are mainly of chironomids. The large
scale occurrence of chironomid larvae and other insects in the guts of Heteropneustes fossilis from Vellayani Lake
is also indicative of the polluted nature of Lake water.
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Table 1 Percentage of Various Food Items (N % And F %) In Various Length Groups of Heteropneustes
Fossilis In The Vellayani Lake

Food Components

Size category

15-20cm 20-25cm 25-30cm 30-35cm
N%              F% N%              F% N%              F% N%              F%

Plant matter 44.29       100 38.8          100 27.88      73.53 20.25      68.80

Insects and its larvae 8.00         8.20 6.80        12.00 5.80        20.20 7.05        32.00

Copepods 17.80       34.40 6.95        25.50 13.23      40.00 16.18      36.50

Cladocerans 18.82       58.20 8.82        44.44 8.82 38.60 5.88        26.45

Ostracods 0.00          0.00 10.08      35.60 11.76      40.20 12.76      38.60

Gastropods 0.00          0.00 5.00         0.00 7.84        12.10 8.19         10.80

Fish and fish remains 0.00         0.00 5.88        14.50 6.79        13.40 10.50      20.20

Sand and mud 11.9         90.20 22.70        100 17.88       100 19.19       100
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Table 2, Monthly numerical percentage (N %) and frequency of occurrence (F %) of various food items
of Heteropneustes fossilis in the Vellayani Lake

Food
Components

Months

December
N%
F%

January
N%
F%

February
N%
F%

March
N%
F%

April
N%
F%

May
N%
F%

Plant matter 40.20
100

35.18
100

28.90
100

23.12
100

22.35
100

20.32
100

Insects and its
larvae

9.24
25.2

18.24
43.80

20.42
54.50

23.20
48.4

20.82
43.20

18.78
35.20

Copepods 13.52
68.0

16.42
62.30

18.50
70.20

15.16
54.40

12.14
48.16

12.36
44.50

Cladocerans 20.68
75.5

10.20
65.50

8.30
40.00

9.20
42.40

8.30
40.80

7.60
42.80

Ostracods 8.02
45.6

1.36
28.20

1.82
30.00

1.82
25.60

1.39
22.80

1.26
20.40

Gastropods 0.00
0.00

0.00
0.00

1.80
18.80

5.46
21.90

9.46
30.20

13.30
38.25

Fish and fish
remains

0.00
0.00

8.42
30.66

9.56   40.40 10.24
38.42

12.78
40.42

13.18
54.20

Sand and mud 8.34
86.80

10.18
96.36

10.70
100

11.80
100

12.50
100

13.20
100

Fig 1 Composition (mean) of the diet of Heteropneustes fossilis in the Vellayani Lake
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Fig 2 Size dependant variationsin the Composition (mean) of the diet of Heteropneustes fossilis
in the Vellayani Lake

Fig.3 Monthly variations in the feeding intensity of Heteropneustes fossilis in the Vellayani Lake

Fig.4 Size dependent variations in feeding intensity of Heteropneustes fossilis in the Vellayani Lake.
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Abstract
Foraminifera are successful inhabitants of every aquatic environment 
from deep oceans to brackish water lagoons, estuaries, and even 
rarely in freshwater habitats. Sediment samples collected from 3 
stations in the Adimalathura Estuary (between latitudes 800’-8024’N 
and longitudes 77001’–77003’E) exposed to pollution from domestic 
wastes and coconut husk retting were analysed for a period of one 
year on monthly basis to study the assemblages of foraminifera. The 
study has shown that Elphidium advenumis to be the most dominant 
and most widely distributed foraminifera species of the estuary. 
Textularia agglutinans, Rotalia becarii and Elphidium crispum are the 
other abundant species of the fauna. The fauna in general is 
dominated by the species of Nonionidae followed by Rotalidae. The 
Shannon-Wiener diversity index (H’) annually ranged from 0 to 
1.9225, the Margalef species richness index (d) from 0 to 1.1696, 
Pielou’s equitability index (e) from 0 to 0.9543 and Simpson’s index 
of dominance (C) from 0.1822 to 1. The index values in general were 
least during the southwest monsoon which coincided with a fall in 
the density of benthic foraminifera.

Keywords: Benthic foraminifera, Species diversity, Estuary, Southwest 
coast of India

Introduction

Benthic organisms are very sensitive to habitat disturbances, 
including organic enrichment of the sediment and contamination 
of the sediment by toxic substances. Any change in the 
estuarine environment leaves its print on the benthic community 
inhabiting the sediment biome. The vast majority of the coastal 
environments have been affected by the adverse effect of 
coastal contamination from land based sources. The discharge 
of excessive amount of human wastes to coastal area is one 
of the most wide spread pollution problems faced by the 
coastal zone. A fluctuation in organic input is considered to 
be one of the principal causes of faunal change in estuarine 
and near shore benthic environment.

Foraminifera are among the most abundant and scientifically 
important group of organisms. They are an important 
component of benthic communities in the open ocean, 
along the coast and in estuaries, where they form sometimes 
a dominant taxon, both in terms of abundance and species 
diversity. Their taxonomic diversity gives them the potential 
for diverse biological responses to various pollutants and to 
stay as index species for monitoring pollution from diverse 
sources. The application of benthic foraminifera has emerged 
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as an excellent environment monitoring tool for polluted 
aquatic ecosystems. Over the years, various characteristics 
of foraminifera have been applied for ecotoxicology and 
pollution monitoring. Rapid changes in abundance of 
foraminifera were considered as indicators of stressed 
environment by many researchers (Rao and Rao, 1976; Alve, 
1995; Yanko et al., 1999; Nigam, 2005). There are relatively 
few studies on benthic foraminifera of estuarine habitats.

An outstanding feature of the Kerala coast is the 
continuous chain of lagoons or estuaries lying along 
the coastal region and separated from the Arabian Sea 
by low belt of sand. These extensive estuarine water 
bodies are getting increasingly polluted as a result of 
persistent anthropogenic activities. Adimalathura Estuary 
is a small brackish water biotope between latitudes  
800’ -8024’N and longitudes 77001’–77003’E on the southern 
part of Kerala in Thiruvananthapuram district, on the 
southwest coast of India. This small brackish water biotope 
receive untreated domestic wastes from the thickly populated 
human settlement around and foul water from the near-by 
coconut husk retting grounds almost on a continuous basis. 
Some baseline data on water quality and benthic community 
is available from the Adimalathura Estuary (Anila Kumary 
et al., 2007; Anila Kumary, 2014, 2016, 2017), whereas 
absolutely no information on the foraminiferal assemblages 
from this area is recorded. The present study was undertaken 
with the objectives to (1) prepare a check list of the benthic 
foraminifera species in the Adimalathura Estuary and (2) 
measure species diversity, richness, dominance and evenness 
using diversity indices.

Material and methods
Samples of sediment were collected using a hand operated steel 
corer (5.5 cm inner diameter and 25 cm long) at monthly intervals 
from three selected stations in the Adimalathura Estuary, station 
I located in the upper reaches, Station II in the middle reaches 
and Station III in the lower reaches, close to the bar mouth of 
the estuary( Fig.1). Totally 108 undisturbed core samples were 
collected manually and transferred to clean polythene bags and 
were preserved immediately in 10% neutralized formaldehyde 
solution. The isolation and extraction of benthic organisms 
were carried out by flotation decantation method (Holme and 
McIntyre, 1971). To identify the specimens, the samples fixed in 
neutralized formaldehyde solution were stained with Rose Bengal 
and the foraminifera specimens were sorted out. The specimens 
were identified under compound microscope (Olympus CX41 
under higher magnification of 1000x) and classified following 
Loeblich and Tappan (1987). From the species composition at 
each station the descriptive measures of diversity indices were 
worked out following the expressions

Index of species diversity (Shannon and Weaver, 1963) H’=–∑ 
(ni/N) log (ni/N)

Index of Dominance (Simpson, 1949) C = ∑ (ni/N) 2

Species richness index (Margalef, 1958) d = S-1/ log N
Species evenness index (Pielou’s, 1966) e = H’/ logs
Where, ni = importance value of each species
N = total of importance values
S = number of species

Results and discussion
The study revealed the occurrence of 14 species of foraminifera 
belonging to 8 genera from the families Lituolidae, Textulariidae, 
Rotalidae, Nonionidae and Globigerinidae. The fauna in general 
was dominated by the species of Nonionidae followed by 
Rotalidae. Among these the foraminifera species widely 
distributed in the estuary areElphidium advenum and Textularia 
agglutinans. This assemblage is characteristic of present-day 
intertidal and estuarine environment (Reddy and Reddy, 1982; 
Suresh Gandhi et al., 2014). It was also observed that the 
foraminiferal species such as Textularia cuneiformis, Nonion 
scaphum and Globigerina dubia were very rare and low in 
abundance. Species such as Textularia cuneiformis, Rotalia 
becarii, Nonion boueanum, Nonion scaphum, Globigerina dubia 
and Orbulina universa were characteristic of the downstream 
station with high marine influence. Occurrence of foraminifera 

Fig. 1. Map showing the Adimalathura Estuary and location of stations
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species and their percentage contribution at the three stations 
of the estuary is given in Table 1.

and some which may benefit from the changed conditions 
increase (Warwick, 1988). Species diversity indices measure 
the way in which the individuals of an ecological community 
are distributed. Species diversity is at a minimum when all 
the individuals belong to the same species and maximum 
when the individuals belong to different species. The index 
of Shannon and Weaver (H’) used to evaluate the diversity 
of foraminifera species in the Adimalathura Estuary varied 
from 0 (Station I) during June to 1.9225 (station III) during 
September. Monthly variations in the species diversity of 
benthic foraminifera at the three stations of the Adimalathura 
Estuary are presented in Fig. 2. All the three stations had 
maximum species diversity during the post monsoon 
season coinciding with higher density of total foraminifera. 
Foraminiferal zonatons are, in general, related to factors 
such as river runoff, currents, environmental stability and 
bio-geo chemical process (Denny and Sen Gupta, 1993; 
Elakkia and Manivannan, 2013).The monsoon period was 
generally characterised by poor density and low diversity. 
The shift in this community structure was probably caused 
by heavy rain and flood water discharge which might have 
flushed out the surface layers of sediment.

Fig.2 Monthly variations in species diversity index (H’) of foraminifera

Species richness is the ratio between the total number of species 
and the total number of individuals and the index of species 
richness increase with the occurrence of several species. Higher 
values of species richness occur due to the occurrence of several 
species without allowing one or two species to dominate the 
community completely. Species richness in the estuary was 
maximum (1.1696) during September (Station III) along with 
the maximum value of H’. Lowest value of species richness (0) 
was during June at station I (Fig. 3).

A major component of community diversity is the evenness 
or equitability in the apportionment of the individuals 
among species. Species evenness describes how equally 
the various species are distributed in the community. High 
evenness index occurs when the large numbers of species 

Table I. Composition (% of species density) of foraminifera at the different stations 
of Adimalathura Estuary

Species Station I Station II Station III

Ammobaculites taylorensis 0 6.2 0

Ammobaculites catenulatus 8.82 0.36 0

Textularia agglutinans 27.55 28.57 8.69

Textularia polustris 4.18 1.07 0.49

Textularia sagittula 0 1.58 0.68

Textularia cuneiformis 0 0 0.64

Ammonia becarii 1.21 1.17 0

Rotalia  becarii 0 0 17.39

Elphidium advenum 59.43 54.16 60.62

Elphidium crispum 0 8.06 4.67

Nonion boueanum 0 0 4.16

Nonion scaphum 0 0 0.13

Globigerina dubia 0 0 0.78

Orbulina universa 0 0 1.91

The total density as well as diversity of foraminifera was 
generally low in the study area. The peak standing stock 
was 2422/ m2 and there was considerable station to station 
variability in abundance and diversity. Foraminiferal density 
and species richness at the different stations are presented 
in Table 2. Upstream station was poorly populated while the 
downstream section of the estuary had a large population 
together with better species richness. The variation in total 
abundance of foraminifera in the Adimalathura Estuary is 
mainly due to the substrate as well as tidal current action. 
It was found that the bar mouth of the estuary is a zone 
of unstable substratum which uproots benthic foraminifera 
from the habitat. However, comparatively high density and 
diversity of foraminifera were recorded in the lower reaches 
of the estuary with sandy bottom. Further, low salinity 
due to freshwater influx may also have a control over the 
foraminiferal abundance in the estuary. Reduced number 
of species were noted in the upper fresh water zone and in 
the middle reaches of estuary.

Changes in the species composition in a community are 
capable of providing a more sensitive and clear measure of 
pollution disturbances. Some sensitive species decrease in 
relative importance, some tolerant species remain unaffected 

Table 2. Density (mean) of total foraminifera (No/m2) and the species richness (No. of 
species) at the different stations of Adimalathura estuary

Season
Station I Station II Station III

No/m2 Number of 
species

No/m2 Number  of 
species

No/m2 Number of 
species

Premonsoon 344 4 488 7 862 10

Monsoon 257 3 359 5 426 8

Postmonsoon 442 5 622 8 1422 10

Annual 348 5 490 8 904 11
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Fig.3 Monthly variations in species richness index of foraminifera

Fig.4 Monthly variations in species evenness index of foraminifera

Fig.5 Monthly variations in species dominance index of foraminifera

in a community are virtually equal in abundance. The 
evenness of distribution among species may be the result 
of competition under optimum conditions (Patrick, 1971). 
Evenness index of foraminifera in the Adimalathura Estuary 
was least (0) during June at station I due to the complete 
dominance Elphidium advenum and the highest (0.9879) 
during September at station III (Fig. 4). The distribution of 
foraminiferal community was more even during the post 
monsoon season at all stations in the estuary.

Communities have species or species groups which largely 
control the energy flow and strongly affect the environment 
of all other species which are known as ecological dominants. 
The degree to which dominance is concentrated at one, 
several or many species can be expressed by the index of 
dominance (Simpson, 1949) which sums up the importance 
of each species in relation to the community as a whole. 
Dominance index is used to identify the main species in a 
community (Rosenberg, 1975). Among the different stations 
in the Adimalathura Estuary peak dominance index was 
during June (1.00) at station I with the complete dominance 
of Elphidium advenum and during July at stations II and III 
due to the clear dominance of Elphidium advenum over the 
other component species (Fig. 5).

Estuarine ecosystems are generally characterized by low 
species diversity because of various factors such as bathymetry, 

sediment texture, physicochemical characteristics of sediment 
as well as water and pollution (Pielou, 1975).The number 
of species present and the diversity indices were less at the 
upstream station with muddier deposits at the bottom whereas 
comparatively high density and diversity of foraminifera 
were recorded in the lower reaches of the estuary with 
sandy bottom. Foraminifera are very sensitive to any kind of 
pollution in the ambient environment. Anthropogenic stress 
may lead to alterations in the community structure of benthic 
foraminifera, which include changes in its density and diversity, 
high abundance of opportunistic species, barren areas, test 
deformations and the changes of test chemistry (Yanko et al., 
1988; Murray, 2006; Ferraro et al., 2006; Nigam et al., 2006). 
The impact of anthropogenic stress on benthic foraminifera 
community depends, however, on the type of stress, and 
its supply rate. The better dominance index prevailed at 
the intermediate station (Station II) could be attributed to 
the modification in the community structure consequent to 
changes in the organic load in to the estuary at the station.
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INTRODUCTION 

The Indian stinging catfish, Heteropneustes fossilis 

(Bloch), belong to the   fish family Heteropneustidae is 

found throughout south and Southeast Asian countries 

including. 

Bangladesh,   India,   Laos, Myan-mar, Nepal, Pakistan, 

Sri Lanka and Thailand (Talwar and Jhingran, 1991). 

H.fossilis is considered as a significant  fish 

commercially  and  aqua culturally  in  many  Asian 

countries (Hossain et  al., 2015). Due to the accessory 

respiratory structures it can survive even in oxygen 

depleted water.  It is heavily fished for its energizing 

meat quality that includes taste, nutritional, and 

medicinal values. There are high amounts of protein, iron 

(226 mg/100g) and calcium in its muscles (Saha and 

Guha, 1939; Alok et al., 1993). Being a lean fish (fat 

content only 2.57 ± 0.24%), it is conducive to people on 

low-fat diets (Rahman et al., 1982).  

Length- weight relationship is one of the most popular 

aspects which are being extensively studied in fishery 

biological investigations. It establishes the mathematical 

relationship between the two variables and helps in 

assessing growth, maturity, reproduction, general well 

being, and it enables conversion of one variable to 

another (Bagenal and Tesch, 1978; Pauly, 1983; 1993). 

The length-weight relationship can be extended for the 

estimation of fish condition assuming that a heavier fish 

of a given length is in a better condition (Le Cren, 1951). 

Variations in fish’s condition factor primarily reflect its 

state of sexual maturity, degree of nourishment and the 

general well being of the individuals. 

Inland fisheries have a great scope in Kerala, as the state 

is endowed with fresh water resources consisting of 

rivers, backwaters, estuaries, fresh water lakes, 

reservoirs, minor irrigation tanks and ponds. The inland 

fish production provides significant contribution to the 

animal protein supplies in rural areas of the state. 

Vellayani Lake, spread over 7.5 acres is one of the three 

rain-fed freshwater lakes in Kerala and is the largest 

fresh water lake in Thiruvananthapuram district, located 

9 Kms from Thiruvananthpuram the capital city of 

Kerala. The lake water is extensively used for drinking 

and irrigational purposes in addition to the fish culture by 

the Fisheries Department, Government of Kerala. 

Morphometric relationships of length and weight have 

been determined in several species of fresh water fishes. 

However, limited information is available on air 

breathing fish species. The Stinging Catfish 

Heteropneustes fossilis commonly known as ‘Kaari’ in 

Kerala is one of the major fish species in terms of 

abundance in the Vellayani Lake. 
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ABSTRACT 

The present study relates the length-weight relationship and condition factor of Heteropneustes fossilis (Bloch) 

from Vellayani Lake, Thiruvananthpuram, Kerala. The study was carried out using fishes belonging to different 

size categories during December 2017 to May 2018. A total of 128 specimens of Heteropneustes fossilis were 

used for the analysis. The total length of the fishes analysed ranged from 18cm to 31.8 cm with a mean length of 

25.27 cm and the total weight ranged from 11.94 g to 216.41 g with an average weight of 116.23 g. The length – 

weight relationship calculated for the total fishes was W = 0.000070501 L 
2.7414

. The slope value was lower than 

the critical isometric value of 3 exhibiting negative allometric growth in larger length groups (25-35 cm) whereas 

‘b’ exhibits positive allometric growth in smaller (15-25cm) forms. The condition factor of Heteropneustes fossilis 

observed ranges from 0.5078 to 1.0284 with a mean value of 0.8802. The negative allometric growth observed in 

the largest category may be due to lower feeding proficiencies or may be the result of loss of energy for breeding 

purpose. 

KEYWORDS: Length-Weight relationship, condition factor, Heteropneustes fossilis, Vellayani Lake. 
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Therefore, the present study was undertaken to determine 

the length-weight relationship and condition factor of 

Heteropneustes fossilis inhabiting Vellayani Lake. 

MATERIALS AND METHODS 

In the present study 128 numbers of live samples of 

Heteropneustes fossilis of various age groups were 

collected from different parts of the Vellayani Lake 

during the period December 2017 to May 2018. The total 

length and standard length of the fishes were measured to 

the nearest mm and weight to the nearest 0.1 g. Length-

weight (log-transformed) relationships were determined 

by linear regression analysis using the data analysis 

package in SPSS software (version-16). The mean, 

standard deviation and correlation coefficient of total 

length, standard length and body weight were also 

calculated. It was calculated for two length categories 

(15-25 cm and 25-35 cm) and for the total fishes 

collected. 

The length-weight relationship was worked out as per 

cube law given by Le Cren (1951) 

W=aL
b

Where, W = weight of fish (g), L = the observed total 

length (cm), ‘a’ is the rate of change of weight with 

length (regression intercept) and ‘b’is the weight at unit 

length (regression slope).  

The logarithmic transformation of the formula is  

Log W = log a + b log L 

When ‘b’ is equal to 3 isometric pattern of growth 

occurs, but when ‘b’ is not equal to 3, allometric pattern 

of growth occurs, which may be positive if >3 or 

negative if <3.Bailey’s t- test (Snedecor and Cochran, 

1967) was employed to determine if regression 

coefficients differed significantly from the isometric 

value of 3 following the formula,  

t = b-3/Sb, where 

b = regression coefficient of log transformed data and 

Sb= standard error of b 

Condition factor (K), a measure of the well-being or 

plumpness of fish, was calculated following the equation 

proposed by Fulton (1904), assuming that the weight of a 

fish is proportional to the cube of length. 

K=100x (W/L
3
) 

Where, W = body weight of the fish and L= total length 

of the fish   

RESULTS AND DISCUSSION 
The total length and weight of Heteropneustes fossilis 

used in the present study varied from 18cm to 31.8 cm 

and 11.94 g to 216.41 g respectively.  Range and mean ± 

SD of total length, standard length and body weight for 

Heteropneustes fossilis are given in the Table-1.  

Tables II and III represents the size related variations in 

the total length - weight relationship and standard length 

weight relationship of the fish. Regression equation 

revealed that the value of b for the total fishes collected 

(2.7414) is significantly different from 3 (t- test<0.05) 

indicating that length – weight relationship of the species 

depart significantly from isometry.   The value of ‘b’ 

remains constant at ‘3’in an ideal fish (Allen, 1938), but 

under natural conditions the value of ‘b’ usually ranges 

between 2.5 and 4 (Hile, 1936; Martin, 1949). When 

b=3, the growth is isometric and the increase in weight is 

proportional to the cube of length. When the value of b 

varies from 3, weight increase is said to be allometric. In 

the present study ‘b’ varied between 2.414 and 3.209 in 

the various size categories. The slope value was lower 

than the critical isometric value of 3 in larger length 

groups whereas the ‘b’ value is higher than 3 in smaller 

sizes.  

Any indication in biological events could be recorded by 

allometric law since ‘a ‘and ‘b’ of allometric formula 

might vary within a wide range for very similar data and 

very sensitive to even slight variations in various factors. 

Variations in the slope mostly reflect the change in the 

body form when the weight of the fish gets affected by 

environmental factors like temperature, food supply, 

spawning conditions and other factors like life stages, 

sex, fishing area, fishing time and sample size variations 

(Ricker,1973; Bagenal and Tesch,1978; Kleanthids et al., 

1999). Allometric growth is negative (b < 3) if the fish 

gets relatively thinner as it grows larger, and positive (b 

> 3) if it gets plumber as it grows larger.    The results of

the present study is in conformity with the views of Le

Cren (1951), Wootton (1992), Khan et al. (2011),Myla et

al.(2012),  Kuldeep Kumar et al. (2013) and Preetha G

Nair et al.(2015) that the fish normally does not retain

the same shape or body outline throughout their life span

and specific gravity of tissues may not remain constant

and the actual relationship may depart significantly from

the cube law. Higher metabolic activity with spawning

season lowers the ‘b’ value while less metabolic

activities; accumulation of fat, weight of gonad etc.

during the pre-spawning period increases the values

(Weatherly and Gill, 1987). The negative allometric

growth due to loss of energy in gonad development at

breeding season was reported by Das et al. (1997). The

closeness of ‘b’ values to 3 also suggests a healthy

environment for the fishes with respect to feeding and

growth. Figs. 1-6 illustrates the length-weight

relationship in Heteropneustes fossilis of Vellayani lake.

Standard length- weight relationship of the species in the

lake was also allometric (b= 2.619 for total fishes) and

the allometry was towards positive (b= 3.083) in the

smallest size category (15-25 cm).The correlation

coefficient ‘r’ in length- weight relationship of total

fishes ( r
2
 = 0.9575) and that in the lowest size category (

r
2
 = 0.9515) were closest to 1.

The condition factor is used in fisheries science to 

compare the ‘condition’, ‘fatness’ or wellbeing of fish. It 

is based on the hypothesis that heavier fish of a particular 

length is in the better physiological condition than lower 

weight (Bagenal, 1978). Condition factor basically 

represents the quality of fish, which is actually the result 

of the interactions between biotic and abiotic factors and 
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their effect on the physiological condition of the fish. 

Condition factor is primarily used as an index for 

monitoring the state of sexual maturity and the feeding 

intensity of fish (Wootton, 1990; Williams, 2000). When 

condition factor value is higher it means that the fish has 

attained a better condition. The condition factor observed 

for Heteropneustes fossilis in the present study fluctuated 

from 0.5078 to 1.0284 and the values (mean) were 

comparatively higher in lower size category (Table IV). 

Fluctuations in condition factor were reported earlier in 

various species of fishes in relation to reproductive cycle, 

feeding rhythms, age, physiological state and physico-

chemical factors of the environment (Kurup and Samuel, 

1987; Kurup, 1990; Kalita and Jayabalan, 1997; Alex 

Nehemia et al., 2012; Preetha G.Nair et al., 2015; Das et 

al., 2015; Anila Kumary and Smrithy raj, 2016; Anila 

Kumary and Pooja Moncy 2017; Anila Kumary and 

Karthika, 2017). The variations in condition factor in the 

size categories analyzed can be attributed to factors such 

as life stages, faster growth rate of young ones, 

differences in food reserves, food preferences and 

variations in the samples collected. 

The present study has revealed that there is significant 

deviation in the slope value from the critical isometric 

value of 3 in Heteropneustes fossilis of Vellayani lake 

and shows low condition factor in the environment. . The 

lower size group shows insignificant positive allometric 

growth while the larger size groups exhibits significant 

negative allometric growth.  The study suggests that 

effective management measures should be adopted for 

the conservation of the species in the study area. 

Table 1: Range and mean ± SD of total length, standard length and body weight for Heteropneustes fossilis. 

Morphometry Minimum Maximum Mean ± SD 

Total Length(cm) 18.00 31.80 25.27 ± 3.68 

Standard Length(cm) 15.80 28.70 22.56 ± 3.43 

Total weight(g) 11.94 216.41 116.23 ± 45.03 

Table II: Size - related variations in total length - weight relationship of Heteropneustes fossilis. 

Category 
No. of 

samples 

Regression equation 

(log W= log a+ b log L) 

Parabolic equation 

(W= a L
b
) 

15-25cm 62 -5754+3.2093 log L 0.000002658 L
3.2093

 

25-35cm 66 -3.0568+2.414 log L 0.0008774 L
2.414

 

Table III- Size - related variations in standard length - weight relationship of Heteropneustes fossilis 

Category 
No. of 

samples 

Regression equation 

(log W= log a+ b log L) 

Parabolic equation 

(W= a L
b
) 

Total 128 -3.4462+2.6191 logL 0.0003579 L
2.6191

 

15-25cm 62 -4.8163+3.0837 logL 0.00001562 L
3.0837

 

25-35cm 66 -2.3264+2.2696 logL 0.004716 L
2.2696

 

Table IV: Size dependent variations in condition factor of Heteropneustes fossilis. 

Category No. of samples Minimum Maximum Mean 

Total 128 0.5078 1.0284 0.8802 

15-25cm 62 0.5078 1.0284 0.9216 

25-35cm 66 0.5612 0.9724 0.7591 



Kumary et al.   European Journal of Biomedical and Pharmaceutical Sciences 

www.ejbps.com 378 

Acknowledgements 

Authors are grateful to the Principal Kuriakose Gregorios 

College, Pampady for the facilities provided and for the 

encouragement. 

REFERENCES 

1. Alex Nehemia, Justin D Maganira and Cyrus

Rumisha Length-weight relationship and condition

factor of tilapia species grown in marine and fresh

water ponds, Agriculture and Biology Journal of

North America, 2012 ; 3(3): 117-124.

2. Allen, K.R. Some observations on the biology of the

trout(Salmotrutta) in Windermere, J.Anim. Ecol.,

1938; 7: 333-349.

3. Alok D, Krishnan T, Talwar G P, Garg L C.

Induced spawning of catfish, Heteropneustes fossilis

(Bloch), using D-Lys6 salmon gonadotropin-

releasing hormone analog. Aquaculture, 1993; 115:

159-167.

4. Anila Kumary, K.S. and Smrithy Raj  Length-weight

relationship and condition of Climbing perch

Anabas testudineus Bloch population in Kuttanad,

Kerala, Int. J. Adv. Res. Biol. Sci., 2016; 3(9): 21-26.

5. Anila Kumary, K.S. and Pooja Moncy The condition

factor, length-weight relationship and relative

condition of Labeo dussumieri (Valenciennes,1942)

from Meenachil river, Kottayam, Kerala. ejbps,

2017; 4(3): 278-282.

6. Anila Kumary, K.S. and Karthika, E.S. Length-

weight relationship and condition factor of the

endemic curmuca barb, Puntius curmuca (Hamilton

1807) of Pampa river, Kerala. ejbps, 2017 ; 4(5):

413-416.

7. Bagenal T B, Aspects of fish fecundity, In: Gerking,

S. D. (ed). Methods of Assessment of Ecology of

Freshwater Fish Production, Blackwell, London,

1978; 75-101.



Kumary et al.   European Journal of Biomedical and Pharmaceutical Sciences 

www.ejbps.com 379 

8. Bagenal, T.B. and W. Tesch Age and Growth. In:

Methods for the assessment of fish production in

fresh waters, 3
rd

 ed. Blackwell Scientific

Publication, 1978; 101-136.

9. Das, N.G., A.A. Majumder and S.M.M. Sarwar 1997

Length- weight relationship and condition factor in

cat fish Arius tenuispinis, Day. InlandJ. Fish, 1887;

44(1): 81-85

10. Fulton, T.W. The rate of growth of fishes. Twenty- 

second Annual report, Part Fisheries Board of

Scotland, Edinburgh, 1904; III: 141-241.

11. Hile, R. Age and growth of the Cisco, Lieucichthys

artedi (Le Sueur)in the lakes of the North eastern

high lands, Wiscorsin. Bull. U.S. Bur. Fish, 1936;

48: 211-317.

12. Hossain Y, Islam R, Ahmed ZF, Rahman M, Hossen

A, Naser SM, Rasel RI .2015 Threatened fishes  of

the  world:  Heteropneustes  fossilis  (Bloch)

(Siluriformes:  Heteropneustidae). Croatian J. Fish,

1794; 73: 77–79.

13. Kalita, N. And N. Jayabalan, Age and growth of the

Karangid Alepes para (class: Osteichthyes) from

Mangalore coast, IndianJ Mar. Sci., 1997; 26: 107-

108.

14. Khan,S., M.A. Khan, K. Miyan and M. Mubark,

Length-weight relationship for nine fresh water

teleosts collected from River Ganga, India.

International Journal of Zoological Research, 2011;

7(6): 401-405.

15. Kleanthids, P.K., A.I. Sinis and K.I. Stergion,

Length-weight relationship of fresh   water fishes in

Greece. Naga ICLARM Q., 1999; 22: 37-41.

16. Kuldep Kumar, P.L.,  Lalrin Sanga, Mianaski 

Sahoo, U.L. Mohanthy, Rajesh Kumar and      A.K. 

Sahu, 2013, Length-weight relationship and 

condition factor of Anabas testudineus and Channa 

species under different culture systems, World J 

Fish and Marine Sci., 5(1): 74-78 

17. Kurup, B.M. Population characteristics, bionomics

and culture of Labeo dussumieri(Val).Final report

submitted to Indian Council of Agricultural

Research, 1990; 108.

18. Kurup, B.M. and C.T. Samuel, Length-weight

relationship and relative condition factor in

Daysciaena albida(Cuv.) and Gerres filamentoses

(Cuv.), Fishery Technology, 1987; 24: 88-92.

19. Le Cren, E.D. The length – weight relationship and

seasonal cycle in gonad- weight and conditions in

the perch (Perca fluviatilis L) J.Anim.Ecol., 1951;

20: 201-219.

20. Martin, W.R. The mechanics of environmental

control of body form in fishes. Publ. Ont. Fish.

Res.Lab. 1949; 70: 1-91

21. Myla.S. Chakravarty, B. Pavani and P.R.C Ganesh

2012,  Length-weight relationship of ribbon fishes:

Trichiurus lepturus(Linnaeus,1758)and

Lepturacanthus savala(Cuvier,) from

Visakhapatnam coast, J. Mar. Biol. Ass. India, 1829;

54(2): 99-101.

22. Pauly, D., Some simple methods for the assessment

of tropical fish stocks. FAO Fisheries Technical

Paper (234) FAO, Rome, Italy, 1983; 52.

23. Pauly, D., Fish population dynamics in tropical

waters: a manual for use. ICLAM. Stud. Rev., 1993;

8: 325.

24. Preetha G. Nair, Shoji Joseph and V.N. Pillai,

Length-weight relationship and relative condition

factor of Stolephorus commersonii (Lacepede, 1803)

exploited along Kerala coast. J. Mar. Biol. Ass.

India, 2015; 57(2):27-31

25. Rahman MA, Gheyasuddin S, Rashid MH,

Chowdhury MFZ Proximate composition and

nutritive quality of freshwater zeol fishes of

Bangladesh. Bangladesh J Fish., 1982; 2-5: 37-43.

26. Ricker, W.E. Linear regression in fishery research,

Journal of the Fisheries Research Board of Canada,

1973; 30: 409-434

27. Saha KC, Guha BC Nutritional investigation of

Bengal fish. The Indian J Med Res., 1939; 26: 921-

927.

28. Snedecor, G.W. and W.G. Cochran, Statistical

Methods. The Iowa State University   Press, Ames,

Iowa, 1967.

29. Talwar  P  K,  Jhingran  A.G. Inland  Fishes  of

India  and  Adjacent  Countries, 1991; 2.

30. Weatherly, A.H. and H.S. Gill, The   biology of fish

growth, Academic Press London, 1987; 433.

31. Williams J E, The coefficient of condition of fish.

In: Manual of Fisheries Survey Methods, 2000; II.

32. Wootton R J, Ecology of teleost fishes, London,

(Chapman and Hall), 1990; 404.

33. Wootton, R.J. 1992, Fish ecology, tertiary level

biology. London Backie Scientific.



Kumary.                                       European Journal of Biomedical and Pharmaceutical Sciences 

www.ejbps.com 441 

 

COMMUNITY STRUCTURE OF BENTHIC FORAMINIFERA IN THE POONTHURA 

ESTUARY, THIRUVANANTHAPURAM, KERALA 

*K. S. Anila Kumary

Department of Zoology, Kuriakose Gregorios College, Pampady, Kottayam, Kerala 686502 India. 

Article Received on 15/06/2018  Article Revised on 05/07/2018  Article Accepted on 25/07/2018

 

 

 

 

 
 

 

 

 

 

 

INTRODUCTION 

The occurrence and abundance of benthic species is 

determined by physical factors such as water depth, 
temperature, light availability, turbidity and turbulence 

of water as well as bottom sediment, chemical factors 

like salinity and biological factors such as food supply, 

presence of symbiotic organisms, parasites and predators 

(Murray, 1991; Jorissen, 1999; Elakkia and Manivannan, 

2013). Foraminifera are unicellular microorganisms with 

the outer hard covering known as test which is generally 

either calcareous or agglutinated in nature. They are 

successful inhabitants of every aquatic environment from 

deep oceans to brackish water lagoons, estuaries, and 

even rarely in freshwater streams, lakes etc. Benthic 
foraminifera are extremely sensitive towards even subtle 

changes in environmental conditions and therefore, are 

considered to be the best proxies for understanding 

environmental disturbances. The application of benthic 

foraminifera has emerged as an excellent environmental 

monitoring tool for contaminated and polluted waters 

(Alve, 1995; Yanko et al., 1999; Jorissen, 1999; Scott et 

al., 2005). 

Population growth and the resultant acceleration of 

domestic, industrial, agricultural and recreational 

activities are the major causes of anthropogenic pollution 
of the aquatic environment. Almost all estuarine 

environments traditionally serve as recipients for 

domestic and industrial effluents. Such pollution 

produces numerous obvious biological changes in 

community structure of biota inhabiting in such 

environment. Poonthura estuary on the southwest coast 
of India (latitude 8025’ - 8030’N and longitude 76055’- 

77000’E) is in the outskirts of Thiruvananthapuram, the 

capital city of Kerala. Downstream sections of Karamana 

River are designated as Poonthura estuary which is 

separated from the Arabian Sea by a sand bar at 

Poonthura. The estuary is freely connected with the 

Arabian Sea during monsoon season following heavy 

discharge of water from the Karamana River. The total 

length of the estuary is 4.35 km and encloses a small 

island called Edayar. Parvathy Puthanar canal, the most 

polluted canal of the city by the sewage spilled from the 
city sewage farm at Muttathara joins the estuary. 

Poonthua estuarine habitat also serves as coconut retting 

ground. Although some physico- chemical studies of 

water and baseline data on biota is available from the 

Poonthura estuary (Anila Kumary and Abdul Azis, 1992; 

Anila Kumary et al., 2001; Anila Kumary, 2008; 2016), 

absolutely no information on the foraminiferal 

assemblages of Poonthura estuary. The objective of the 

present study was to document the benthic foraminiferal 

abundance, distribution and diversity in the Poonthura 

estuary, Thiruvananthapuram on the southwest coast of 

India. 
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MATERIALS AND METHODS 
Samples of sediment were collected using a hand 

operated steel corer (5.5 cm inner diameter and 25 cm 

long) from three selected stations in the Poonthura 

estuary, station I located in the upper reaches, Station II 

in the middle reaches and Station III in the lower 
reaches. Totally 108 undisturbed core samples were 

collected manually and transferred to clean polythene 

bags and were preserved immediately in 10% neutralized 

formaldehyde solution. The isolation and extraction of 

benthic organisms were carried out by flotation 

decantation method (Holme and McIntyre, 1971). To 

identify the specimens, the samples fixed in neutralized 

formaldehyde solution were stained with Rose Bengal 

and the foraminifera specimens were sorted out. The 

specimens were identified and classified following 

Loeblich and Tappan (1987). From the species 

composition at each station the descriptive measures of 
diversity indices were worked out following the 

expressions. 

Shannon and Weaver (1963) index of species diversity 

H’= - ∑ (ni/N) log (ni/N) 

Simpson (1949) index of Dominance C = ∑ (ni/N) 2 

Margalef (1958) species richness index d = S-1/ log N 

Pielou’s (1966) evenness index e = H’/ logs 

Where, ni = importance value of each species 

N = total of importance values 

S = number of species 

Sediment samples were analyzed for grain size, redox 

potential and organic carbon percentage following 

standard procedures (Krumbein and Pettijohn, 1938; El 

Wakeel and Riley, 1956). Bottom water samples were 

analysed for salinity, Dissolved Oxygen and hydrogen 

sulphide (Strickland and Parsons, 1972). 

RESULTS AND DISCUSSION 

The study of foraminifera in the Poonthura estuary 

revealed a total number of 12 species belonging to 8 

genera and 5 families. Among the total foraminifera, 
dominant families were Textulariidae, Rotalidae and 

Nonionidae. The most abundant genera were Textularia, 

Ammonia, Elphidium and Nonion and these were the 

common genera occur in many samples at the various 

stations of the Poonthura estuary. Density of total 

foraminifera (No/m2) seasonally varied from 144 at 

station I to 422 at station III. Upstream station was 

poorly populated while the middle and downstream 

sections of the estuary have a large population together 

with better species richness. Density and species richness 

of foraminifera in the Poonthura estuary is presented in 
Table I. 

Foraminiferal zonations are frequently shown to be 

related to natural water- mass boundaries (Denny and 

Sen Gupta, 1993), river runoff, seasonal changes, current 

and bio-geo chemical process (Elakkia and Manivannan, 

2013). Some benthic foraminifer’s species rapidly react 

with the input of organic matter from primary production 

exhibiting an increase in population size with organic 

enrichment (Murray, 1991). Several benthic foraminifera 

are known to exist in oxygen depleted environments 

(Murray, 1991; Fontanier et al., 2002). The diversity of 

foraminifera depends largely on the ecological 

conditions at a site. The general trend in the distribution 
of foraminiferal assemblages of the Poonthura estuary is 

the increasing species diversity in line with increasing 

salinity gradients and environmental stability. Species 

richness was very low at the upstream station and 

maximum in the lower reaches of the estuary were the 

marine influence is maximum. Table II shows the 

composition (%) of foraminifera at the different stations 

of Poonthura estuary. 

Almost all estuarine environments traditionally serve as 

recipients for domestic and industrial effluents. Their 

effects on the local fauna depends mainly on factors such 
as the nature and volume of the effluents, whether the 

effluents are discharged directly into the estuary from the 

point of sources or indirectly through the river system 

and on the hydrographical and geomorphplogical 

properties of the estuary. Among the different 

foraminiferal species Ammobaculites catenulatus, 

Textularia agglutinans, Textularia sagittula, Ammonia 

becarii and Elphidium advenum are found wide spread 

and abundant in the Poonthura estuary. These species 

have high tolerance for salinity variations and surviving 

successfully in estuarine environments and is comparable 
with species abundance in other estuaries with similar 

climatic condition (Reddy and Reddy, 1982; Narappa et 

al., 1982; Kameswara Rao and Balasubramanian, 1996; 

Jayaraju et al., 1998; Kameswara Rao et al, 2000, Naresh 

Kumar et al., 2012). In the upper reaches of the estuary 

only the arenaceous species were found while the area 

near the bar mouth was chiefly characterised by 

calcareous foraminifers. Ammonia becarii is reported to 

be highly tolerant to different ecosystems and widely 

considered as a cosmopolitan species (Suresh Gandhi et 

al., 2014, 2017). Ammonia becarii was the dominant 

species at the upper and middle reaches of the Poonthura 
estuary. This species was highly tolerant to the low 

dissolved oxygen and was resistant to the large amount 

of hydrogen sulphide and low Eh persistent at these 

stations. Negative effects of sewage effluents on benthic 

foraminiferal assemblages have been reported (Alve, 

1995) in association with the presence of an abiotic zone 

or a zone of low oxygen and pH values. Reduced number 

of species has been noted in the upper and middle 

reaches of estuary which is the immediate vicinity of 

sewage out fall in to the estuary.  

The character of substratum is an important factor in the 

distribution of foraminifera. A number of studies have 

revealed a close correlation between the nature of 

sediment, especially the texture of the sediment and the 

foraminiferal population (Reddy and Reddy, 1982; Setty 

and Nigam, 1982; Murray, 1991; Rao and 

Balasubramanian, 1996; Jannink et al., 1998; Fontanier 

et al., 2002; Suresh Gandhi et al., 2014). Silty and 
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muddy substrates are often rich in organic debris 

together with bacterial blooms. Such substrates are 

attractive to foraminifera species and usually support 

large populations. The abundance of foraminifera was 

associated with the sandy nature of the substratum with 

varying percentage of silt and clay in the present study. 
The relative abundance of sand, silt and clay in the 

sediments of Poonthura estuary indicates that most of the 

sediments are silty sand followed by sand while few are 

clayey sand. The accumulation of organic matter in the 

fine sediments favours the occurrence of stress- tolerant 

genera such as Ammonia, Elphidium etc. in the middle 

and lower regions of the estuary. Murray (1991) reported 

that Ammonia prefers muddy sand while Nonion prefers 

fine mud and silt. The variation in the abundance of total 

foraminifera as well as their species composition in the 

estuary is mainly due to substrate together with organic 

matter enrichment as well as tidal current action. Table 

III explains water quality and Sedimentological ranges 

preferred by Foraminifera species in the Poonthura 

estuary. Fresh water influx from the Karamana River and 

the low salinity control the foraminifer’s abundance at 

the riverine station (Station I). Preferences for substrate 
type coupled organic enrichment and higher salinity 

conditions explain for the occurrence of benthic 

foraminifera in the estuary. 

The variation in the total abundance of foraminifera in 

the Poonthura estuary is mainly due to substrate as well 

as tidal current action. Main ecological parameters which 

govern the distribution and abundance of foraminifera in 

the Poonthura estuary are organic matter content, salinity 

and the nature of the sediment.  

Table I: Density of total foraminifera (No/m
2
) and the species richness (No. of species) at the different stations of 

Poonthura estuary. 

Season 

Station I Station II Station III 

No/m
2
 

No. of 

species 
No/m

2
 

No. of 

species 
No/m

2
 

No. of 

species 

Premonsoon 144 5 188 7 362 10 

Monsoon 157 4 259 5 226 9 

Postmonsoon 242 5 342 9 422 11 

Table II: Composition (% of species density) of foraminifera at the different stations of Poonthura estuary. 

Species Station I Station II Station III 

Ammobaculites taylorensis 5.01 14.17 0 

Ammobaculites catenulatus 1.22 9.11 3.15 

Textularia agglutinans 41.76 15.99 6.01 

Textularia polustris 0 7.07 0.88 

Textularia sagittula 8.80 6.63 0.88 

Ammonia becarii 43.21 30.17 14.57 

Rotalia becarii 0 1.62 9.54 

Elphidium advenum 0 0 50.07 

Nonion boueanum 0 11.91 11.37 

Nonion scaphum 0 0 0.59 

Globigerina dubia 0 0 2.06 

Orbulina universa 0 3.33 0.88 

Table III: Water quality and Sedimentological ranges of Foraminifera species in the Poonthura estuary. 

Species 

Salinity 

BW 

(S.10
-3

) 

DO 

BW 

(mg/l) 

H2S 

BW 

(mg/l) 

Eh 

BS 

(mv) 

OC 

BS 

(%) 

Sand 

BS 

(%) 

Silt 

BS 

(%) 

Clay 

BS 

(%) 

Ammobaculites 

taylorensis 

0.66-

25.76 

0.0-

6.06 

0.0- 

4.56 

-211-

+101

0.84-

8.43 

22.30- 

52.25 

39.28-

65.46 

1.18-

10.82 

Ammobaculites 

catenulatus 

0.66- 

11.17 

1.10-

5.49 

0.0-

1.03 

-199-

+86

0.84-

3.75 

22.10- 

79.37 

18.55- 

70.67 

2.57- 

38.05 

Textularia 

agglutinans 

0.34-

23.99 

0.0-

6.06 

0.0-

4.56 

-211-

+133

0.78-

8.43 

22.30- 

93.25 

6.75- 

64.75 

1.94- 

38.05 

Textularia 
polustris 

0.34-
23.99 

0.0-
5.49 

0.0-
4.56 

-211-
+133

1.07-
8.43 

22.10- 
81.58 

10.20- 
70.67 

6.56- 
23.02 

Textularia 

sagittula 

0.34-

23.99 

1.93-

5.23 

0.0-

1.03 

-67-

+108

0.84-

3.75 

26.38- 

77.17 

17.45- 

58.75 

0.0- 

35.01 

Ammonia becarii 
0.34-

11.27 

0.0-

6.06 

0.0-

4.56 

-211-

+101

0.84-

8.43 

22.30- 

100 

0.0- 

70.67 

0.0- 

38.05 

Rotalia 1.29- 2.21- 0.0- -17- 0.24- 44.18- 0.0- 0.0- 
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becarii 26.27 5.51 0.23 +156 2.81 100 41.95 23.02 

Elphidium 

advenum 

0.34-

26.27 

1.65-

6.33 

0.0-

0.99 

-23-

+156

0.24-

3.32 

59.90- 

100 

0.0- 

40.10 

0.0- 

17.20 

Nonion 

boueanum 

0.66-

17.94 

2.21-

6.59 

0.0-

1.15 

-133-

+136

0.67-

3.75 

41.75- 

93.25 

6.75- 

40.35 

0.40- 

8.22 

Nonion scaphum 
2.90- 

26.27 

3.77- 

6.33 
0.0 

+ 47-

+156

0.24- 

268 

74.75- 

81.58 

5.0- 

30.63 

2.40- 

5.99 

Globigerina 

dubia 

2.90- 

26.27 

3.77- 

6.33 
0.0 

+ 47-

+156

0.24- 

268 

74.75- 

81.58 

5.0- 

30.63 

2.40- 

5.99 

Orbulina 

universa 

0.66- 

23.99 

2.12- 

6.19 
0.0 

-32-

+142

0.67-

2.68 

22.10- 

81.58 

10.20- 

70.67 

6.56- 

23.02 
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1. Introduction

Internet and mobile banking had witnessed tremendous

growth in the recent past. Innovations and developments that 

took place in the information and communication technology is 

augmenting the pace of change in internet and mobile banking. 

Competition faced by banks from other institutions like small 

finance banks, payment banks etc., force banks to make their 

internet and mobile banking services more competitive and 

useful in order to give new and better experiences for their 

customers. Customer experience created through Internet and 

Mobile banking has now become very important as a result of 

rapid growth rate of internet and mobile banking. Banking is 

highly dependent on technology and entered into real 

competition with other banks and other companies external to 

banking industry. So Internet and mobile banking was identified 

by banks as the next battleground. Customer experience, 

which is the next competitive battle ground, should provide a 

source of sustainable differentiation and is a differentiator in 

today’s highly commoditized economy. Product, price, people 

and technology are all so similar. The meaningful things that 

customers remember, over and above your product/ service is, 

such as the feel and perception of organisation and brand, are 

derived through the customer experience. So customer 

experience makes difference. Customer experience is 

generated from all interactions that occurs between customer 

and touch points. For banking companies there are six obvious 

touch points or contact points for various purposes and they 

are ATMs, branches, Internet, phone, mail or face-to-face 

representatives and the purposes are communicating, 

servicing, transacting or selling. Among the banking touch 

points internet and mobile banking shows average growth rate 

of above 300% every year. Internet and mobile banking now 

assumes utmost importance and this study is an attempt to 

measure customer experiences of internet and mobile banking 

services of SBI. 

Customer Experience 

Carbone and Haeckel described the customer experience 

as the aggregate and cumulative customer perception created 

during the process of learning about, acquiring, using, 

maintaining and sometimes disposing of a product or service. 

According to C. Gentile, N Spiller, G. Noci ‘‘The Customer 

Experience originates from a set of interactions between a 

customer and a product, a company, or part of its organization, 

which provoke a reaction. This experience is strictly personal 

and implies the customer’s involvement at different levels 

(rational, emotional, sensorial physical and spiritual). Its 

evaluation depends on the comparison between a customer’s 

expectations and the stimuli coming from the interaction with 

the company and its offering in correspondence of the different 

moments of contact or touch-points’’ 

(Meyer & Schwagar, 2007)defined the customer 

experience as the customer’s internal and subjective response 

to any direct and indirect contact with the company at multiple 

touchpoints. 

2. Literature Review

(Garrett, 2006) in his article are of the view that marketing

initiatives and strategies will not result in customer loyalty 

unless these initiatives and strategies result positive customer 

experiences. Experiences are personal, emotional, and 

ephemeral and positive customer experiences resulting out of 

customer interactions at touchpoints would create emotional 

bond with brand, leading to customer loyalty. 

(Schmitt, 2003)is of the view that customer experience 

originates from all touch or contact points between customer 

and the company or the companies offer. Customer 

experiences are strictly personal and customer experience 

involves and engages a customers at different levels(rational, 

emotional, sensorial, physical, and spiritual). 

(Schmitt, 1999)expressed the view that experiences are 

private events and occur in response to some stimulation. 

Experiences are usually not self-generated but induced. As 

such marketers should provide stimuli that result in customer 



Special Issue Sep-2018  Host Institute: Post Graduate Department of Commerce, Maharaja's College, Ernakulam, Kerala 

2nd International Conference on Commerce and Management in Changing Times [ICCMCT 2018]  214 | Page 

experience and stimuli should be experience providers. The 

SEMs have identified five types of experiences such as 

sensory experiences, affective experiences, creative cognitive 

experiences, physical experiences, and relational experience. 

(Verhoef et al., 2009)developed a conceptual model 

showing the determinants of customer experience in retail 

environment from the point of view of providers. The 

determinants of customer experience includes elements on 

which the retailer or provider have control and do not have 

control. Customer experience includes customer's cognitive, 

affective, emotional, social and physical responses to the 

retailer 

(Bejou & Palmer, 2017)in a conceptual paper tried to 

better understand customer experience and also to measure 

the relationship of customer experience with customer 

commitment. According to him customer experience have five 

elements namely, cognitive, emotional, social, physical and 

sensorial. 

(Berry & Haeckel, 2002)explained the importance of 

customer experience in a competitive market. For managing 

customer experience efficiently companies have to gain a good 

understanding of the customer's journey, customer 

expectations and cues. Total customer experience is the end 

result of all cues offered by a company to its customers. 

3. Statement of the Problem

Internet and mobile banking become quite common as a

result of the rapid developments in information and 

communication technology including introduction of high speed 

telecommunication and mobile networks. Internet and mobile 

banking, which is one of the touch points of banks is gaining 

wider acceptance among the common people. Green banking 

initiatives, central government initiatives, growth in internet 

connections, smart phone revolution etc. reasons for the 

growth in internet and mobile banking. In order to sustain and 

grow in sector banks need to provide better experiences to the 

customers. In this context this study identifies the customer 

experiences of internet and mobile banking customers of State 

bank of India. The study gives answers to the questions like, 

whether customers are having experience during their 

interaction with internet and mobile banking. Which all 

experiences are offered by SBI to its internet and mobile 

banking customers? What is the level of various experiences 

felt by customers of SBI? Whether these experiences varies 

significantly based on other dependent factors? 

4. Objectives of the study

 To identify experiences of internet and mobile banking

customers of State bank of India

 To determine level of customer experiences of

internet and mobile banking customers of State bank

of India

 To determine whether the experience varies based on

the demographic characteristics of customers

5. Hypothesis of the study

H0: There is no significant difference incustomer experience

among various age groups.

H0: There is no significant difference in level of customer

experience based on gender.

H0: There is no significant difference in level of customer

experience based on educational qualification.

6. Research Methodology

The study Customer Experience of internet and mobile

banking customers of State bank of India is empirical in nature. 

The study is based on primary data collected from internet and 

mobile banking customers. Primary data was collected using 

well-structured questionnaire in Google form format sent to 

public at large through social media. Out of the 185 

respondents took part in survey, reliable responses of 154 SBI 

customers are selected for further statistical analysis. 

Customer experience of customers are measured using 36 

statements relating to five typesof customer experience on five 

point Likert’s scale. Reliability of the instrument was tested and 

six statements were deleted to improve the alpha value. 

Cronbach’s Alpha value for the instrument consisting of 30 

statements is 0.896. (Schmitt, 1999)(Brakus, Schmitt, & 

Zarantonello, 2009)(Bejou & Palmer, 2017)(Mascarenhas, 

Kesavan, & Bernacchi, 2006) identified customer experience 

components as sensory experience, affective experience, 

cognitive experience, physical experience and relational 

experience. The constructs and number of items used for 

measuring each construct is shown in Table 1 below. Level of 

customer experience is determined using quartile values of 

mean experience score. For testing the hypothesis statistical 

test like independent sample t test and one way ANOVA was 

used. 

Table -1 

Sl. No. Construct No. of Items 

1 Sensory Experience 6 

2 Affective Experience 6 

3 Cognitive Experience 5 

4 Physical Experience 8 

5 Relational Experience 5 

7. Data Analysis and Interpretation

Table -2 

Demographic details of Customers 

Demographic  details Male % Female % Total % 

Age 

Below 20 2 1.90 0 0.00 2 1.30 

21-40 78 73.60 42 87.50 120 77.90 

41-60 26 24.50 6 12.50 32 20.80 

Total 106 100.00 48 100.00 154 100.00 

Educational 

Qualification 

+2/PDC 18 17.00 10 20.80 28 18.20 

Under Graduate 16 15.10 0 0.00 16 10.40 
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Post Graduate 72 67.90 38 79.20 110 71.40 

Total 106 100.00 48 100.00 154 100.00 

Occupation 

Student 10 9.43 4 8.33 14 9.09 

Self Employed 6 5.66 16 33.33 22 14.29 

Business 20 18.87 8 16.67 28 18.18 

Private Employee 64 60.38 14 29.17 78 50.65 

Others 6 5.66 6 12.50 12 7.79 

Total 106 100.00 48 100.00 154 100.00 

Source: Primary Data 

As exhibited in table 1 above out of 154 respondents took 

part the survey 106 respondents are male and 48 are females, 

77.9 % of respondents belong to age group of 21-40,73.6% 

&87.5 % males and females belong to 21-40 age group , 71.4 

% of respondents have post graduate level educational 

qualification, 50.65 % of respondents are private employees 

and 60.38 % of male respondents and 29.17 % of female 

respondents are private employees. 

Table -3 

Level of Customer experience 

Level Frequency Percentage 

Low Customer experience 38 24.7 

Medium Customer experience 78 50.6 

High Customer experience 38 24.7 

Total 154 100.0 

Source: Primary Data 

Table 3 shows that 50.6 % of online customers are only 

getting medium level customer experience, 24.7 % are 

experiencing high level of customer experience and 24.7 % are 

getting low level of customer experience. 

Table -4 

Levelsof customer experience types 

Experience  Types 

High Medium Low Total 
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Sensory Experience 42 27.20 66 42.90 46 29.90 154 100 

Affective Experience 38 24.70 78 50.60 38 24.70 154 100 

Cognitive Experience 54 35.00 50 32.50 50 32.50 154 100 

Physical Experience 38 24.60 76 49.40 40 26.00 154 100 

Relational Experience 40 26.00 26 16.90 88 57.10 154 100 

Source: Primary Data 

Table 4 displays that internet and mobile banking provided 

medium level sensory experience to 42.90 % of respondents, 

internet and mobile banking offered low level of sensory 

experience to 29.90 % of respondents and only 27.20 % of 

respondents get high level of sensory experience. Internet and 

mobile banking creates medium level affective experience to 

50.60 % respondents, low and high level of affective 

experience was felt by 24.7 % of respondents each. Internet 

and mobile banking generated cognitive experience to 35% of 

respondents, 32.50 % each respondents got medium and high 

level of cognitive experience during their interaction in internet 

and mobile banking. 49.40 % of respondents received physical 

experience, 26 % experienced only low level physical 

experience, and 24.60 % experienced high level physical 

experience during internet and mobile banking. Internet and 

mobile banking provided only low level relational experience to 

57.10 % of SBI customers, 26% of respondents are offered 

high level of relational experience and 16.90 % respondents 

experienced only medium level relational experience. Internet 

and mobile banking service of SBI offers high level cognitive 

experience only and provides medium level experience in 

respect of sensorial, affective and physical experiences. 

Hypothesis Testing I 

H0: There is no significant difference in level of customer experience based on gender. 

Table-5 

Independent Sample t test 

 Gender N Mean Std. Deviation t value Sig 

Male 106 3.87 0.491 1.183 0.239 

Female 48 3.77 0.347 
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The t value of 1.183 is not statistically significant since the 

sig value .239 is more than .05.Therefore it is clear from table 5 

that the difference between mean scores of males and females 

is not significant. 

Hypothesis Testing II 

H0: There is no significant difference in customer experience among various age groups. 

Table -6 

Descriptives of Customer Experience Scores based on age group 

Age Group N Mean Std. Deviation 

Below 20 2 3.84 0.00 

21-40 120 3.85 0.46 

41-60 32 3.77 0.44 

Table -7 

ANOVA 

Customer Experience Sum of Squares df Mean Square F Sig. 

Between Groups .170 2 .085 .413 .663 

Within Groups 31.074 151 .206 

Total 31.243 153 

The F Value of 0.413 is not statistically significant since 

the sig value 0.663 is more than .05. 

Therefore it is clear from table 6  that the difference 

between mean scores of different age groups  are nominal and 

the hypothesis testing statistically establishes that,there is no 

significant difference in the customer experience among 

various age groups. 

Hypothesis Testing III 

H0: There is no significant difference in level of customer experience based on educational qualification. 

Table -8 

Customer Experience based on educational qualification 

Educational Qualification N Mean Std. Deviation 

+2/PDC 28 3.98 0.48 

Under Graduate 16 4.03 0.42 

Post Graduate 110 3.77 0.44 

Table -10 

ANOVA 

Customer Experience Sum of Squares dof Mean Square F Sig. 

Between Groups 1.623 2 .812 4.138 .018 

Within Groups 29.620 151 .196 

Total 31.243 153 

Since the Sig value 0 .018 is less than 0 .05, F value 

4.138, is statistically significant and there is significant 

difference in customer experience based on educational 

qualification. 

8. Findings

SBI offers all the five types of experiences to their

customers through their contact point internet and mobile 

banking. Even though SBI offers all experiences overall 

customer experience reached only medium level customer 

experience from internet and mobile banking services, ie50.6% 

of customers receive only medium level customer experience. 

High level of cognitive experience was felt by 35 % of 

customers. Majority of respondents realised medium level 

sensory, affective and physical experiences.57.10 % of 

customers received only low level relational experience from 

internet and mobile banking service of SBI. 

9. Conclusion

Customers always desire experiences in all their

interaction with the banker. Since customer experience is the 

next battlefield for all entities irrespective of nature of business, 

bank should strive to offer superior customer experience in all 

interactions across touch points. To materialise full benefit of 

delivering such experiences banks must consciously design 

engaging experiences in products and services. So SBI need 
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to strive to improve the service quality and functional aspects of 

their internet and banking services to gain competitive edge 

and emotional bond. 
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This study demonstrates the feasibility of a view-based method, the motion history
image (MHI) to map biospeckle activity around the scar region in a green orange fruit.

The comparison of MHI with the routine intensity-based methods validated the effec-

tiveness of the proposed method. The results show that MHI can be implementated as
an alternative online image processing tool in the biospeckle analysis.

Keywords: Biospeckle; view-based method; motion history image (MHI); green orange.

1. Introduction

Laser biospeckle technique has emerged as a significant optical tool to analyze the

activity evolution of biological as well as non-biological processes. Due to its non-

invasive and non-destructive nature, the technique has recently been widely applied

especially in the areas of biology, medicine, agriculture, chemical and pharmaceuti-

cal industries.1–4 The typical optical scheme required for biospeckle measurements

is relatively simple and affordable.

The statistical description of biospeckle dynamics is implemented as a concep-

tual basis for the detection and visualization of biological or physiological activity.

There are several statistical image processing methods available to extract meaning-

ful information from the temporal sequence of biospeckle image frames. To extract

quantitative information, the inertia moment (IM),5 absolute value of difference

(AVD)6 and cross-correlation methods7 are frequently used. The qualitative mea-

surement methods often employ temporal difference (TD),8 generalized differences
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(GD),9 laser speckle contrast analysis (LASCA),10 Fujii methods,11 etc. The qual-

itative methods depict the spatial distribution of biospeckle activity in the form of

a map which helps to identify distinct activity regions in the specimen.

As the origin of biological activity depends on several possible sources, activity

maps may possibly depict some distinct characteristics depending on the suitability

and effectiveness of the algorithms used. Among the numerical methods, IM is

frequently used to extract information from the biological samples.2,5,12 The IM is

based on the generation of a specific matrix called the time history of speckle pattern

(THSP) followed by an intermediary image, the co-occurrence matrix (COM).2,5,12

Other methods such as the AVD give significant results when the sample contains

low or medium frequency values.6

This work gives emphasis on several different qualitative methods of biospeckle

data processing. The qualitative methods such the Fujii, TD, tLASCA and GD

were used. The resultant activity maps generated using these qualitative intensity

based methods were then finally compared with a view-based temporal template

method, the motion history image (MHI). Unlike the intensity-based methods, the

MHI generates a bidimensional activity map that detects if the speckle structure

has changed over time.13–15

Fujii method is one of the algorithms utilized for the evaluation of biospeckle

activity. This method generates an activity map by computing the sum of absolute

differences between the intensities of consecutive image frames, weighted by their

mean value in a single image frame.11,16 However, the weighting process in Fujii

algorithm introduces a nonlinear response that makes it more sensitive to regions

of low activity where detector noise is amplified and could be interpreted as an

activity signal.12

Temporal difference (TD) method, on the other hand, retains the temporal

order of successive frames. TD is a simple and practical method that offers an

easy interpretation of activity regions, with high sensitivity and relatively modest

computational effort.12

LASCA has emerged as one of the fast and inexpensive online routines which

records changes in the speckle contrast to map the biospeckle activity. The main

limitation of LASCA is the reduced spatial resolution of the resulting activity map

which depends on the size of the window used in its processing algorithm. In addi-

tion, LASCA operation demands imaging systems with specific technical properties

such as the shutter access and control.17

GD is another offline algorithm which accumulates the differences between pixel

values from non-consecutive frames to map the different time scales for low and

high activity regions. This method does not preserve any information concerning

the frequency of the biospeckle signal as its activity map sacrifices the temporal

order.12

Due to the above-mentioned limitations of these intensity-based methods,

one needs more efficient alternative methods. Recently, a vision-based temporal

1850113-2
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template method, the MHI, has been adopted to assess the biospeckle activity in

several biological media.14,18

We present experimental results to demonstrate the potential of the MHI

method to identify the biological activity at peduncle insertion region in a fresh

green orange by comparing it with some routine intensity-based biospeckle process-

ing methods. Rabelo et al.19 previously quantified the biospeckle activity of four

different positions including the peduncle insertion region on an orange fruit surface

using the IM and the statistical cummulant of the auto-correlation function of the

THSP. In the present context, to discriminate the scar region of the fruit around the

penduncle insertion point from that of the bulk, we adopted the MHI method. The

results of MHI were further compared with the routine intensity-based methods

such as Fujii, GD, TD and tLASCA.

2. Methods for Monitoring Biospeckle Activity

2.1. Fujii method

Fujii method has emerged as a feasible offline tool to map the spatial biospeckle

activity.20 The Fujii algorithm calculates the weighted sums of the absolute differ-

ences of gray-level intensity associated with each pixel of the time series of biospeckle

patterns. The typical formula for the Fujii algorithm is described by

F (x, y) =

N∑
k=1

∣∣∣∣Ik(x, y)− Ik+1(x, y)

Ik(x, y) + Ik+1(x, y)

∣∣∣∣ , (1)

where F (x, y) represents the resulting Fujii image, k is the image index and Ik is

the gray level intensity of a pixel at a location given by coordinates x and y.

In the final activity map presented by the Fujii method, high activity regions

are marked with bright pixels, while dark pixels depict the regions of low activity.

Here, the weighting term used in the denominator of Fujii’s equation tends to cause

a nonlinear response that emphasizes both the large as well as the small differences

including the values from the limits of detector’s dynamic range.

2.2. Temporal difference (TD)

TD has been used as another promising method to construct the biospeckle activity

maps.21 Fujii method suffers from the limitation that the resulting activity map only

depicts the speckle activity as a whole during the observation interval, but lacks

the evolution of the activity (temporal resolution). The prime advantage of the TD

method is that it can yield results to register speckle activity in the temporal order.

The algorithm to implement the TD method can be obtained by eliminating the

denominator term from the original Fujii algorithm. Hence, TD algorithm calculates

the sum of absolute differences of consecutive images separated by a time interval

1850113-3
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yields the activity map as defined by Eq. (2)

.TD(x, y) =
N∑

k=1

|Ik(x, y)− Ik+1(x, y)| , (2)

where k = 1, . . . , N represents index for the time series of images, and Ik denotes

the intensity distribution in the kth frame given by coordinates x and y.

2.3. Laser speckle contrast analysis (LASCA)

LASCA has been established as one of the viable online visualization methods for

biospeckle image processing.22 This method is fundamentally based on the blurring

caused by the speckles in the specimen image due to fast intensity changes during

the integration time of the detector. The degree of blur in the image can be inter-

preted in terms of change in speckle contrast values deduced from the first-order

statistics as expressed by Eq. (3).12,23

K =
σ

〈I〉
=

√
〈I2〉 − 〈I〉2
〈I〉

, (3)

where σ defines the standard deviation of intensity, 〈I〉 and 〈I〉2 correspond to

the mean value of pixel intensities and the mean value of squared pixel intensities,

respectively. In the case of relatively fast intensity variations, the finite integra-

tion time of the detector will cause a reduction in standard deviation of measured

intensity variations and thereby decrease the contrast expressed by the equation.

The biospeckle evaluation based on LASCA commonly uses window sizes of

3 × 3, 5 × 5 and 7 × 7 pixels to generate the spatial statistics. It is observed that

the lower number of pixels used for the computation of local contrast in the square

window reduces the validity of statistics, whereas the higher numbers limit the

effective spatial resolution of the resulting contrast image.13 The window size is

modified in proportion to the size of the speckles, so as to deliver the maximum

possible statistical validity while retaining a reasonable spatial resolution. For the

convenience of display and analysis, the resulting contrast image is often contrast

stretched and transformed into a color-mapped image.

Dunn et al. introduced sLASCA for the spatially-derived contrast to enhance

the contrast of basic LASCA by means of temporal frame averaging.24 Unlike basic

LASCA, this modified algorithm runs over a predetermined number of raw speckle

images. Another improved version of basic LASCA called tLASCA, where “t” stands

for temporally derived contrast, operates on the statistics along a series of n frames

in the temporal dimension.25 This implies that, for tLASCA, the mean speckle

contrast solely depends on the number of frames. In tLASCA, the calculation of

contrast is the same as that of standard LASCA, except that the standard deviation

and mean intensity are calculated for each individual pixel from all collected frames.

In this way, both the display and effective spatial resolutions of the original image

can be retained.

1850113-4
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KtLASCA(i,j) =
1

M ×M

r=i+1∑
r=i−1

c=j+1∑
c=j−1

σi,j,t
〈Ii,j,t〉

, (4)

where σi,j,t and 〈Ii,j,t〉 symbolize the standard deviation and mean intensity of all

pixels at the location given by coordinates (i, j) in n frames along the temporal

dimension, respectively. KtLASCA is now calculated as an average over a spatial

observation window of size M × M . It can be noted that the number of pixels

involved in an M ×M pixel observation window using tLASCA algorithm is given

by (M)(M)(n/2), where n denotes the number of temporal frames.

2.4. Generalized differences (GD)

The GD algorithm computes the absolute sum of the differences between all possible

pairs of biospeckle frames combination for each pixel intensity in the sequence.

GD activity map is constructed from the biospeckle image sequence by using the

expression26

GD(i, j) =
∑
f

∑
n

|If (i, j)− If+n(i, j)| , (5)

where f and n represent the frame indices of image sequence and If is the pixel

intensity at a point with coordinates (i, j) in the fth frame. This algorithm implies

that the comparison between first image frame and successive image frames in the

sequence is done throughout all available time scales and the averaged results are

taken into account. Thus, GD eliminates the dependency on temporal order by

including the differences between intensity values of pixel from non-consecutive

frames.

2.5. Motion history image (MHI )

The MHI is a vision-based temporal template method that depicts the motion

based on the time stamps of pixels from a set of static images corresponding to a

motion sequence.15 MHI incorporates both spatial location and temporal history

of motion in a single frame and in this way it spans the time scale and direction of

a motion sequence. The main advantage of MHI representation is that it permits

the feasibility of implementing real-time monitoring. Over the years, MHI has been

extensively employed for various research applications including action recognition,

motion analysis, object tracking and so on.27–29 The MHI method constructs the

single final static image according to the specific algorithm that each individual

pixel (x, y) in MHI labeled with the time stamp (in hour, minute, second, and

millisecond) and will be dropped out if it does not change following a certain time

lapse, known as the lifetime or duration of MHI. Here, pixels with higher intensity

values appear as the most latest time stamps to indicate recent movements.

MHI algorithm maintains a cyclic buffer to hold timeline images. The size of the

buffer controls the integration time of the final image which is usually a variable.
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Once the buffer becomes full, the first image which exists longer over time will be

cleared by shifting down the buffer and a new one will come to the last position and

so on. As the next step, the silhouette images which depict the dominant motion

information are generated by taking the differences between two consecutive images

from the buffer of timeline images as defined by Eq. (6):

Sj = Ij − Ij−1 , (6)

where Ij and Ij−1 represent gray scale images at the instants j and j − 1. Each

silhouette image is then binarized by applying a threshold function to remove most

of the unwanted background noise. The threshold function can be expressed as

Tj(x, y) =

{
1 if Sj(x, y) > Z ,

0 if Sj(x, y) ≤ Z ,
(7)

where Z and Tj(x, y) represent threshold parameter and threshold image at each

moment j. In the final step, the MHI algorithm uses a weighting constant to the

binary silhouettes stored in the buffer of size n with respect to the lifetime of each

image, as presented by Eq. (8)

MHI(x, y) =
n∑

j=1

Tjkj , (8)

where kj denotes the weighting constant and its value given by Eq. (9)

kj =


0 if imagelifetime > MHI duration,

imagelifetime.255

kn
otherwise.

(9)

Here, the variable imagelifetime stands for the lifetime of the image in the

moment j.

MHI method has recently been adopted to evaluate the activity in biological

and non-biological objects.12

3. Experimental

The schematic representation of experimental arrangement for biospeckle image ac-

quisition and storage is shown in Fig. 1(a). The whole experimental setup including

test specimen was mounted on a vibration isolation table at room temperature.

The test specimen was coherently illuminated using a 10 mw He-Ne laser source

operating at 632.8 nm. A neutral density filter was introduced in the path of the

laser to adjust the intensity of the beam while recording biospeckle images. The

laser beam was then expanded using a spatial filter unit (20× microscope objective

and 15 µm pinhole diameter) to uniformly illuminate the specimen surface. A CCD

camera having 1.3 MP resolution and 3.75 µm × 3.75 µm pixel size was used to

record subjective biospeckle images at 32 frames per second. The angle of illumi-

nation of the laser beam with the CCD camera was adjusted in order to obtain

high-contrast images with minimal specular reflection of light.
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(a) (b)

Fig. 1. (Color online) (a) Experimental configuration for biospeckle imaging and (b) points over

the surface of orange.

For the experimental study, fresh green healthy orange fruits were sacrificed to

biospeckle laser method. As shown in Fig. 1(b), points A and B denote diametrically

opposite points located in the equatorial region while C and D denote peduncle

insertion and apex region of the fruit, respectively.

The MHI and image intensity-based algorithms were implemented to process

the biospeckle frames obtained from fresh green orange fruits. The MHI results

were compared with the routine intensity-based methods.

4. Results and Discussion

This study aims to evaluate the biospeckle activity of the peduncle insertion region

which displays low activity as it behaves as a scar where the peduncle is inserted.19

Figure 2 shows the gray level profile plot of the two regions of interests selected

from the peduncle and the bulk regions of the orange. In the inset, we present a

typical speckle pattern extracted from the biospeckle video sequence obtained from

the orange surface. Two ROIs of size 10×10 pixels were selected and their respective

profiles were plotted.

From Fig. 2, we can clearly see that the fluctuations in the intensity (or gray

level) levels for the bulk region are higher in comparison to that for the peduncle

region. This in turn reflects more biospeckle activity for the bulk region than that

for the insertion part. This has been again confirmed with the obtained results

presented in Fig. 3.

The MHI and image intensity-based algorithms were implemented to process

the biospeckle frames obtained from fresh green orange fruits. The MHI results

were then compared with the routine intensity-based methods.
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Fig. 2. (Color online) Gray level profile of the two ROIs selected from the peduncle and the bulk
regions, respectively. An ROI of size 10 × 10 pixels were selected and their profiles plotted. Scale

bar corresponds to 10 px = 2.64 mm.

(a) MHI (b) tLASCA

(c) TD (d) Fujii

(e) GD

Fig. 3. (Color online) Activity maps generated using the methods of the MHI, the tLASCA,

the TD, GD and the Fujii. Colorbar presents the activity levels where blue indicates low activity
and red indicates high activity. Scale bar for all the images is equal to 1 inches and the scale is
96 pixels/inch.
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The results related to the application of the MHI, TD, Fujii, tLASCA and GD

in identifying the scar region (where peduncle is inserted) in a fresh green orange

are presented in Fig. 3.

With the proper selection of the threshold level and buffer size, the MHI pre-

sented a characteristic behavior close to the Fujii, TD and GD maps. In the final

MHI activity map, the scar region presents rather low activity compared to the

surrounding regions. In the MHI map, high activity regions are characterized by

higher density of dots while low activity area are characterized by the smaller den-

sity of dots. From Fig. 3, we observe that the MHI activity map clearly differentiates

the scar region. The activity image generated by Fujii method shows its ability to

emphasize low activity regions because of the weighting term in the processing al-

gorithm. The Fujii map also produced more or less similar patterns of TD and GD

but the activity regions are not so well differentiated. In contrast, the activity map

generated by the alternate online method of tLASCA presented relatively poor ac-

tivity differentiation compared to the TD, Fujii, GD and MHI methods. Thus by the

comparative analysis of the MHI method with the intensity-based methods, it was

possible to observe the feasibility of the MHI algorithm to describe the evolution

of the biospeckle activity.

The quality of MHI results depends on the proper adjustments of its parameters,

especially the buffer size and level of threshold. The selection of threshold level

determines the capability of MHI to reinforce the separation of distinct regions

of activity. The size of the buffer influences the information gathering capacity to

identify the lower levels of activity. In the present study, the buffer size adopted

was four positions, with an acquisition rate of 0.05 s, and a threshold value of 10,

over collection of 100 speckle images.

Fig. 4. (Color online) Biospeckle activity index, a comparison between MHI, tLASCA, TD, GD
and Fujii index. The values show the activity index computed on the bulk region of the fruit. An

ROI of 124 × 74 pixels was selected from the bulk regions and respective index values computed.
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Figure 4 shows a comparison graph of biospeckle activity indices computed

at the peduncle insertion region by using the MHI, tLASCA, TD, Fujii and GD

methods.

It is evident from the graph that MHI presents rather low values of activity index

in comparison to rest of the methods. Unlike other methods, the GD processing

algorithm involves computation of difference between non-consecutive biospeckle

frames which can be attributed to significant fluctuations in the biospeckle activity

levels as indicated by the graph. Moreover, the methods such as tLASCA, TD, GD

and Fujii follow almost a similar patterns of the biospeckle activity.

4.1. Effect of threshold values on the MHI activity map

Figure 5 shows the MHI images computed with different threshold values. The effect

of thresholding can easily be assessed and one can observe that the adjustment of

threshold value emphasizes the ability of the MHI to distinguish between distinct

activity regions.

(a) (b)

(c) (d)

Fig. 5. (Color online) MHI images showing the effect of threshold values on the resulting activity

maps of the scar region. The threshold value is equal to (a) 5, (b) 10, (c) 20 and (d) 30.
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5. Conclusion

We demonstrated the feasibility of the MHI algorithm to map the biospeckle activity

around the scar region in a fresh green orange fruit. The comparison of MHI with

the image intensity-based routine offline methods such as TD, Fujii and GD as well

as with the online method of tLASCA validated the effectiveness of the proposed

method of MHI. The quality of MHI activity map obtained in this study ensures

its implementation as an alternative online tool in the biospeckle analysis.
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1. Introduction

Laser biospeckle is an optical imaging technique that has 
been extensively used as a significant characterization tool to 
analyze the complex inner dynamics involved in both biologi-
cal and non-biological processes. Due to its non-invasive and 
non-destructive nature, it has been widely applied in the field 
of biology, medicine and agriculture [1].

The intensity fluctuations of the speckle pattern were 
reported as speckle boiling or speckle motion [2, 3]. Different 
methods have been established to characterize the behavior 
of such time-varying laser speckle patterns [4, 5]. The visual 
appearance of such dynamics or biospeckle patterns resem-
bles a boiling liquid due to continuous change in their spatial 

structure with time. The methods that are currently used for 
biospeckle analysis are speckle contrast analysis, optical vor-
tex metrology, laser speckle correlation analysis, etc [6–8].

There are several biological as well as non-biological 
processes that have been successfully assessed by using the 
laser biospeckle technique. Among the challenges in biology 
or agriculture, one of the tasks is the assessment of the local 
dynamics on biological specimens such as fruit subjected to 
some mechanical or thermal loads.

We therefore report on applications of the biospeckle tech-
nique to monitor the local dynamics on fruit surfaces sub-
jected to mechanical and thermal treatment. The biospeckle 
data were further shown to be easily processed over time as 
well as frequency domain.

A multivariate statistical tool, principal component 
analysis (PCA) was used to monitor the progression of 
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fast diminishing activity of a heat-inflicted apple surface 
and for the subsequent detailed visual perception of bruise 
scars left after the activity. The biospeckle activity on the 
apple surface was subjected to point pressure and subse-
quently assessed using frequency and temporal domain 
analysis. The temporal autocorrelation function and power 
spectral distribution (PSD) function were evaluated on the 
biospeckle data for analysis in the temporal and frequency 
domain. The biospeckle imaging technique has been shown 
to be successfully applied to evaluate the local dynamics 
introduced on the biological surface. The methods utilized 
to interpret the biospeckle data allowed detection of the for-
mation of internal bruising in the early moments after the 
occurrence of a mechanical or thermal impact.

2. Theoretical background

2.1. PCA

PCA typically performs processing on data sets resulting 
from more than one variable; in biological or industrial 
processes such as corrosion, drying of paint and adhesive, 
etc. PCA operation accounts for the collective influence 
of more than one random variable by orthogonally trans-
forming a set of observations of intercorrelated variables 
in an original data set into a new set of linearly uncorre-
lated variables known as principal components (PCs). The 
PCs provide a link to meaningful information and are rela-
tively small in number compared to originally associated 
variables. From the viewpoint of statistical analysis, the 
information furnished by a specific PC is usually charac-
terized by its variance. The larger the variance, the larger 
will be the information content it retains. Since the first few 
PCs having higher variance concentration retain most of the 
information, the trailing components can be eliminated with 
minimal loss. This reduces the dimensionality of the data 
processing and enables easy interpretation of the resultant 
data after inverse transformation [9].

The PCA processing on the temporal sequence of the 
biospeckle image enables the association of specific PCs to 
biological phenomena to mark the underlying dynamics of 
the specimen. During this processing, the temporal image 
sequence is rearranged in the form of a data matrix, where 
each image is considered as a discrete variable and each of its 
pixels as a separate observation. The data matrix thus gener-
ated is then transformed into a new coordinate system based 
on variance data where axes represent individual PCs. At this 
juncture, the relative contribution made by each component is 
studied and some irrelevant components may be eliminated. 
Finally, inverse PCA transform is performed with a small 
number of PCs and the reconstructed data are analyzed. The 
PCs having small variances usually contribute to noise in the 
data. Furthermore, the results obtained after PCA operation 
present significant enhancement in the visual quality of the 
activity images.

PCA algorithm involves several processing steps [10]. To 
perform PCA, let us consider an input data matrix A of dimen-
sion M  ×  N, where data is organized as

A =




a11 a12 . . . a1N
a21 a22 . . . a2N
...

...
. . .

...
aM1 aM2 . . . aMN


 ,

 (1)

where the row index M is treated as the number of observa-
tions and the column index N as the number of variables.

The initial step in building the PCA algorithm is the cen-
tralization of data that can be achieved by the subtraction of 
the mean vector of A from every data vector in it.

yi = ai − µ (ai) , (2)

where yi represents the centralized data vectors about the 
mean vector, ai corresponds to the N sample vectors under 
investigation and µ (ai) holds the mean of the sample vec-
tors. The centralization step returns a new set of data vectors 
whose mean in all dimensions is zero. Thus, this step avoids 
the effect of points remote from the data center having a larger 
influence than nearby points.

The covariance matrix COY is computed using the central-
ized data set as given by the expression

COY = E
(
Y · YT) , (3)

where Y and YT are the data matrix centered on the mean and 
its transpose, respectively.

The diagonal values of the covariance matrix specify the 
statistical variances of the data along the respective dimen-
sions, while the off-diagonal values characterize the covari-
ance between variables. Variance indicates the degree of 
deviation of a random variable from the mean, whereas covar-
iance determines the similarity between two random variables 
by calculating the extent to which they vary.

Subsequently, the decomposition of the covariance matrix 
into a set of eigenvalues and eigenvectors using the equa-
tion are performed using the expression

COY = V · ΛVT , (4)

where V = [Φ1 Φ2 · · ·Φm] is the symmetrical orthonormal
matrix of eigenvectors [Φ1 Φ2 · · ·Φm] that governs the direc-
tions and Λ = diag {λ1λ2 · · ·λm} denotes the diagonal matrix
of eigenvalues λ1λ2, · · · ,λm  which states how much variance
there is in the data in a specific direction.

An uncorrelated data matrix, also called the principal comp-
onent score matrix is formed by taking the product of the ortho-
normal eigenvector matrix V and centralized data matrix Y.

PC = VT · Y . (5)

Inverse transformation is performed in the final step of the 
PCA algorithm for reconstructing the original data set by 
eliminating undesirable components using the equation

A = (V · PC) + µ (A) . (6)

2.2. Probability mass function (PMF)

The distribution of intensities of the speckles in a speckle 
intensity pattern could be conveniently represented using the 
probability distribution of the intensities. The specklegram 
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captured from the object sample results from interference 
of depolarized light, on account of multiple scattering. 
Typically, such a speckle pattern follows Rayleigh distribu-
tion [11].

For a discrete random intensity variable X  =  {xi}, 
i  =  1,2,3,…, its probability distribution can be defined as a 
PMF [12], f(x) that assigns probabilities to all the distinct val-
ues that X can take, so that

f (x) = Pr (X = x) =

®
pi if x = xi

0 otherwise . (7)

When normalized, the probabilities sum to unity, as shown in 
equation (8):

n∑
i=1

f (xi) = 1. (8)

The values xi are intensity levels 0, 1, 2..., 255.

2.3. Measurement of temporal and frequency variations  
in specklegrams

The dynamic behavior of specklegrams can be studied by 
obtaining both the temporal as well as frequency variations 
in speckle intensities. The temporal variation can be com-
puted using the temporal autocorrelation function r for the 
speckle intensity patterns with a time lag k, as defined by  
equation (9) [13]:

rk =

∑N−k
i=1 (Yi − Ȳ) (Yi+k − Ȳ)∑N

i=1 (Yi − Ȳ)2 , (9)

where Yi are the measurement variables and N is the total mea-
surement samples. Variations of the parameter rk in time, elu-
cidates the state of dynamism in the sample.

The frequency components can be obtained by computing 
the power PSD of the speckle patterns.

The PSD is the average of the Fourier transform magnitude 
squared, over a large time interval T, as defined by the follow-
ing equation [14]:

Sx ( f ) = lim
T→∞

E




1
2T

∣∣∣∣∣
ˆ T

−T
x (t) e−j2πftdt

∣∣∣∣∣
2

 (10)

where x(t) is the biospeckle signal at time t and E signifies 
the expectation operator. Using this expression, several of the 
low-frequency components having higher relative power were 
identified.

3. Experimental

Figure 1 shows an experimental optical setup employed for 
performing biospeckle analysis. A He–Ne Laser of 632.8 nm
and 18 mW was used to produce speckle images of the object 
samples. The mirrors 1 and 2 were used to direct the laser 
beam into a spatial filtering unit for further filtering and expan-
sion. A spatial filter unit holding a 20×  microscope objec-
tive and 15 μm pinhole diameter was used to obtain uniform 

illumination over the region of interest (ROI) on the test sur-
face by removing high-frequency spatial components in the 
laser beam. The illumination angle of the laser beam with a 
CMOS camera was adjusted to get high-contrast images with 
negligible specular reflections of light.

For the first application, a thermostat-enabled electronic 
sample heater was used to apply heat treatment to the apple 
surface previously marked with a square region. A sequence 
of biospeckle frames of the specimen, each with a resolution 
of 480  ×  640 pixels was captured at a sampling rate of 20 
samples s−1 for the duration of 1 min using a 2.2 μm pixel 
CMOS camera (DMM 42BUC03-ML).

The second study was to analyze the biospeckle dynamic 
response on the apple fruit surface subjected to point pressure. 
The biospeckle frames were successively recorded before 
and immediately after the application of point pressure. The 
speckle videos were then filtered using a Gaussian low-pass 
filter to remove high-frequency noise. The speckle images 
were converted to 8-bit gray scale images and transferred to a 
personal computer for further processing.

4. Results and analysis

4.1. Monitoring of biospeckle activity of a heat-inflicted apple 
using PCA

The PCA method was employed to monitor fast-decaying 
activity and its leftovers in the form of blemishes or bruises 
on an apple fruit surface modified by instant heat treatment. 
A MATLAB code for the PCA algorithm was developed and 
processed for a different number of PCs extracted from the 
original heat-treated grayscale image data set. It was found 
that data reconstructed using the first three PCs impart 
most of the information with significant improvement in 
signal-to-noise ratio. A sample movie sequence generated 
with the reconstructed PCA images corresponding to three 
PCs assisted in tracing the progression of fast-diminishing 

Figure 1. Experimental setup for biospeckle acquisition.
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activity around the heat-treated zone. Figure 2 displays the 
initial four sample frames of the PCA video sequence made 
with three PCs.

It was observed that the intensity of the bruise generated 
on the heat-inflicted zone kept on fading during the progres-
sion of decaying activity. The bruise scar left on the apple 
surface subject to heat treatment or mechanical impact is 
sometimes difficult to observe with the naked eye. PCA can 
be harnessed in such situations as a filter to improve the vis-
ual quality of the ROI in the images. Figure 3 presents the 
comparison of different sample frames reconstructed using 
PCA processing.

The blemish left after the low or zero activity caused by the 
instant heat treatment appeared as a dark region in the PCA 

images. Furthermore, it was evident that the PCA images 
reconstructed with a lower number of PCs were much finer in 
the ROI than the images reconstructed with a higher number 
of PCs.

4.2. Monitoring biospeckle activity on apple surface  
subjected to point pressure

4.2.1. PMF of speckle intensity. Speckle patterns with a 
resolution of 512  ×  512 pixels were captured using a CMOS 
camera at 20 frames s−1. This recording was obtained for 512 
frames. The typical frame from this stack set had a PMF, as 
shown in figure 4(a). To reduce the processing time, the pixel 
size was reduced to 150  ×  150 pixels for the 512 frames. 

Figure 2. Sample frames of decaying activity reconstructed with three PCs.

Figure 3. PCA images reconstructed with a different number of PCs.
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This sub-stack was selected from the original stack of speckle 
frames without affecting the intensity distributions, for which 
the PMF was calculated and presented in figure 4(b). It was 
noted that the PMFs follow a Rayleigh distribution pattern for 
a dynamic speckle, as expected.

It was necessary to select such a speckle profile from the 
original image, so that the PMF of intensity statistics includes 
sufficient gray levels of intensity.

4.2.2. Temporal variations in specklegrams. Correlation 
matrices were obtained for the two speckle pattern videos of 
512 frames of 150  ×  150 pixels, one before and one immedi-
ately after the application of pressure. The correlation coef-
ficients versus time for the videos were plotted. In order to 
obtain a smoother correlation curve, we used a moving aver-
age filter having a width of 20 points.

For the speckle data set taken, the variation of the correla-
tion coefficient of individual frames in the set was obtained. 

A speckle video comprising 512 frames at 20 fps and of 25 s 
duration was recorded.

The results were obtained for the correlation coefficient 
versus time for the speckle video (figure 5(a)) at three differ-
ent points on the object, before loading. The same procedure 
was repeated for before and after the application of point pres-
sure. Figure 5(b) shows a plot of the correlation coefficient 
versus time before and after the application of point pressure.

For each specklegram video, the correlation coefficient 
was computed between the first and subsequent frames. For 
all three recorded specklegrams (from three different regions 
of the unloaded sample), we found that (figure 5(a)) the curves 
lie close to one another, indicating no significant difference 
in their dynamic behavior. Figure 5(b) shows the correlation 
curves before and after the loading. The settling value (decor-
related value after 10 s) of the correlation curve is higher for 
the unloaded sample. This is true because for the loaded sam-
ple there would be higher dissimilarity between the first frame 

Figure 4. (a) PMF of a typical 512  ×  512 pixel frame, (b) PMF of an extracted 150  ×  150 pixel frame.

Figure 5. (a) Correlation of speckle pattern versus time for the sample object before loading, (b) comparison of correlation curves before 
and after loading.
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and the rest of the frames in the video sequence. The rate of 
decorrelation of speckle is higher for the loaded sample, as 
can be observed from figure 5(b).

4.2.3. PSD and frequency variations in specklegrams. We 
also obtained a profile to compare how the amplitudes of the 
frequency component behave with variations in the loading 
(pressure) on the object. For this purpose, the (PSD of the 
specklegram is obtained. From the PSD, we identified ROIs 
through several low-frequency components, where the power 
distribution concentration was high. The variation of the 
amplitudes of individual frequency components was studied. 
For this purpose, we obtained a profile showing the pixel-wise 
frequency component along the y-axis and successive frames 
in the speckle video cube along the x-axis. The analysis was 
restricted to the initial 5 s (100 frames) of the video pertaining 
to the duration of higher dynamic activity in the sample.

Figure 6 shows a plot obtained before, as well as after 
loading the sample. The amplitude of the individual pixel-
frequency component versus time was studied. This plot 
helped in identifying frequencies that have higher amplitude 
variation vis-à-vis the unloaded sample. We can also observe
that for all frequencies, the amplitude levels are higher for the 
loaded sample.

4.2.4. Comparison between specklegrams before and after 
loading. The specklegrams were analyzed for identify-
ing a quantifiable change in the speckle pattern before and 
after loading. For this purpose, a particular frequency in the 
PSD was selected, and the variation of its amplitude with 
respect to time was studied. Four such cases are presented 
in figures  7(a)–(d), for pixel frequencies 5, 10, 20 and 30,
respectively.

Furthermore, the typical variation in pixel-frequency ampl-
itudes for each of the frequency components was analyzed and 

the cumulative sum of the amplitudes for each frequency over 
100 frames was performed. Figure 8 shows the comparison of 
the cumulative sum of amplitudes with the pixel frequencies 
before and after load application.

From figure 8, it can be clearly observed that the differ-
ence in amplitudes before and after loading is significant. This 
difference is higher for the lower-frequency region. The dif-
ference in amplitudes reduces with the increase in frequency. 
For frequencies equal to and higher than 25, the difference is 
much less. This indicates that if we analyze the amplitudes 
of the lower-frequency components of the PSD of dynamic 
speckle, better differentiation of the sample in terms of its 
state of loading is possible.

4.2.5. Comparison between specklegrams at different  
intervals after loading. Specklegram videos were recorded 
immediately after loading, 10 s after loading and 20 s after 
loading. Correlation curves were plotted for these three 
cases, as before. Figure 9 shows the rate of decorrelation of 
the specklegrams at various times after loading. From fig-
ure  9, we find that the rate of decorrelation of the speck-
legrams is highest just after loading, and this rate reduces 
with time. After 5 s, the speckle becomes almost completely 
uncorrelated, as the activity on account of loading is high 
even after 20 s.

Figure 10 shows the comparison of the cumulative sum of 
amplitude and pixel frequency for the cases immediately after 
loading and 20 s after loading.

We noted that in the lower pixel-frequency region (till 
about pixel frequency 12), the summed-up amplitude is higher 
for the specklegram captured 20 s after loading. This shows 
that the low-frequency amplitude components are higher for 
specklegrams with a lower rate of decorrelation. This could be 
used as an identifier enabling us to distinguish objects having 
different rates of dynamic behavior.

Figure 6. (a) Amplitude of pixel-frequency components versus time (before loading), (b) amplitude of pixel-frequency components versus 
time (after loading).
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Figure 7. Amplitude variations in time for pixel frequencies (a) 5, (b) 10, (c) 20 and (d) 30.

Figure 8. Cumulative amplitude variations for individual pixel-
frequency components.

Figure 9. Rate of decorrelation of specklegrams at various times 
after loading.

Laser Phys. 28 (2018) 115601




	3.3.1 Journal Merged 2018-19
	Journal 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	3.3.1 Journal Merged 2018-19
	Journal 2018-19



